REPORT

MATHMOD 2022

S

Discussion
Contribution
Volume

Discussion Contributions
10th Vienna Conference on

Mathematical Modelling
Vienna, Austria, July 27-29, 2022, TU Wien

Edited by Felix Breitenecker,
Wolfgang Kemmetmuller,
Andreas Korner, Andreas Kugi,
and Inge Troch
TU Wien

ARGESIM Report no. 17 — ISBN 978-3-901608-95-7 (ebook)
ARGESIM Publisher — Vienna — www.argesim.org
DOI: 10.11128/arep.17






MATHMOD 2022 Discussion Contribution Volume, 10th Vienna Conference on Mathematical Modelling, Vienna, Austria, July 27-29, 2022

MATHMOD 2022

Discussion Contribution Volume

Discussion Contributions of
10th Vienna Conference
on Mathematical Modelling

Vienna, Austria, July 27 — 29, 2022, TU Wien

Edited by
Felix Breitenecker, Wolfgang Kemmetmuller,
Andreas Korner, Andreas Kugi, and Inge Troch
TU Wien

ARGESIM Report no. 17 — ISBN 978-3-901608-95-7 (ebook)
ARGESIM Publisher — Vienna — www.argesim.org
DOI: 10.11128/arep.17



MATHMOD 2022 Discussion Contribution Volume, 10th Vienna Conference on Mathematical Modelling, Vienna, Austria, July 27-29, 2022

Bibliographic Data:

Publisher: ARGESIM Publisher, Vienna

Title: MATHMOD 2022 Discussion Contribution Volume

Subtitle: Discussion Contribution of 10th Vienna Conference on Mathematical Modelling, Vienna, Austria,

July 27-29, 2022, TU Wien

Author(s):

Editor(s): Felix Breitenecker, Wolfgang Kemmetmdliller, Andreas Kérner, Andreas Kugi, Inge Troch

Series: ARGESIM Reports

Series Editors: Felix Breitenecker, Thorsten Pawletta, ASIM

Volume: ARGESIM Report no. 17

ISBN: 978-3-901608-95-7 (ebook)

DOI: 10.11128/arep.17

Publication Date: July 15, 2022

Number of Pages: 102 +viii pages

Cover: 2 reproductions of algorithmic art graphic series ‘Amulet’ by Vlatko Ceric, www.vceric.net,
with permission of the artist

Copyright © 2022 ARGESIM Publisher

Copyright Information / Regulations ARGESIM

ARGESIM is a non-profit scientific society generally aiming for dissemination of information on system simu-
lation - from research via development to applications of system simulation. ARGESIM’s primary publication
is the journal SNE — Simulation Notes Europe with open access to all contributions; generally, the authors
retain the copyright of their SNE contributions. This copyright regulation holds also for ARGESIM Reports
and ARGESIM Advances in Simulation publishing conference volumes for ASIM, MTHMOD, and EUROSIM
(in consideration of copyright regulations for related conference publications) and monographs on system
simulation (mainly PhD theses).

About ARGESIM

ARGESIM is a non-profit society generally aiming for dissemination of information on system simulation from
research via development to applications of system simulation. ARGESIM is closely co-operating with EU-
ROSIM, the Federation of European Simulation Societies, and with ASIM, the German Simulation Society.
ARGESIM is an 'outsourced' activity from the Mathematical Modelling and Simulation Group of TU Wien,
there is also close co-operation with TU Wien (organisationally and personally). ARGESIM Publisher organ-
izes publishing activities, with ISBN root 978-3-901608-xx-y and DOI root 10.11128/xx...x.

ARGESIM’s activities are:

e Publication of the scientific journal SNE - Simulation Notes Europe (Membership Journal of EUROSIM,
the Federation of European Simulation Societies) — www.sne-journal.org

e Organisation and Publication of the ARGESIM Benchmarks for Modelling Approaches and Simulation
Implementations — www.argesim.org/benchmarks/

e Publication of the series ARGESIM Reports (for monographs in system simulation, and proceedings of
simulation conferences and workshops) — www.argesim.org/publications/

e Publication of the special series FBS Simulation - Advances in Simulation / Fortschrittsberichte
Simulation (monographs in co-operation with ASIM, the German Simulation Society

e Organisation of the Conference Series MATHMOD Vienna (triennial, in co-operation with EUROSIM,
ASIM, and TU Wien) — www.mathmod.at

e Administration and support of ASIM (German Simulation Society — www.asim-gi.org)
and of EUROSIM (Federation of European Simulation Societies — www.eurosim.info)

ARGESIM - Arbeitsgemeinschaft Simulation News — Working Committee Simulation News — SNE Publication
Mommsengasse 19/8, 1040 Vienna, Austria; Tel +43-1-58801-10111, -10115; Fax +43-1-58801-910111
Email: office@argesim.org, office@sne-journal.org; WWW: www.argesim.org, www.sne-journal.org
Incorporated Austrian Society ZVR No 213056164 — EU VAT ID No ATU 72054279

Bank Account: ARGESIM, IBAN AT07 2011 1828 9115 0800, BIC GIBAATWWXXX, ERSTE BANK VIENNA



MATHMOD 2022 Discussion Contribution Volume, 10th Vienna Conference on Mathematical Modelling, Vienna, Austria, July 27-29, 2022

FOREWORD

Welcome to MATHMOD 2022, the 10! Vienna Conference on Mathematical Modelling
— a conference as it used to be. ‘A conference as it used to be’ was our guideline for the
MATHMOD Conference Series during Corona times. We had to postpone the 10th MATH-
MOD twice — from February 2021 to February 2022, and then to July 2022, an unusual date
for MATHMOD conference — but we definitely wanted to run the 10" MATHMOD Conference
as a face-to-face event, not running the conference as virtual conference, or as hybrid confer-
ence - a conference as it used to be.

Since 1994, the MATHMOD Conference Series invites scientists, engineers, and experts to
present their ideas, methods, applications, and results in the field of mathematical modelling
and share their experiences in different application domains.

Like a mathematical model, MATHMOD has constants, parameters, and variables. Constants
are the frequency — triennial — and the date — February; only the Corona pandemics forced this
constant to become a parameter for 10'" MATHMOD, organized exceptionally after four years
in July 2022; aim and scope are parameters to be tuned with respect to the recent develop-
ments in mathematical modelling. Parameters reflect the organisation: the first MATHMODs
were organised under the flag of IMACS (International Association for Mathematics and Com-
puters in Simulation), recent MATHMODs are IFAC (International Federation of Automatic
Control) co-sponsored conferences with all advantages of IFAC online publications for the
MATHMOD Proceedings (full contributions). The local organisation team at TU Wien has been
extended: the Institute of Analysis and Scientific Computing (ASC) has won the Automation
and Control Institute (ACIN) as partner in the organisation of the conference. In addition, AR-
GESIM, a scientific society ‘outsourced’ from the institutes, developed from local supporter to
international publication partner ARGESIM Publisher for the MATHMOD Discussion Contribu-
tions or Short Contributions. New constants are other co-sponsorships, as for instance
MATHMOD is also a EUROSIM (Federation of European Simulation Societies) Conference.

MATHMOD variables are the participants and the contributions. Successful models have
output variables, and these are the contributions to the MATHMOD conferences. A classifica-
tion of the contributions in model attribute parameters Full Contributions, Discussion Contribu-
tions, and Student Contributions has proven most appropriate. The success variables are the
MATHMOD participants, spread over twenty-five countries, some concentrated in specific
submodels, the very successful MATHMOD Minisymposia, some providing contributions to
the classic submodels MATHMOD Thematic Sessions and MATHMOD Poster Session, and
crowned by the MATHMOD Plenary Lectures.

MATHMOD 2022, the 10" Vienna International Conference on Mathematical Modelling, im-
plements all these developments in a successful conference with about 220 participants and
about 150 contributions at TU Vienna from July 27 to July 29 — with a tutorial pre-programme
on July 26, 2022.

This MATHMOD 2022 Discussion Volume publishes the two-page papers of all accepted
Discussion Contributions in the online ARGESIM Report 17, ISBN 978-3-901608-95-7, DOI
10.11128/arep.17, available with open access at the website www.argesim.org/mathmod-
vienna/. The review by an associate editor and by an IPC reviewer resulted in 51 accepted
Discussion Contributions — a third of all accepted contributions.

ARGESIM Publisher already took care on publication of short papers, abstract papers, student
papers, and discussion contributions for previous MATHMOD conferences, but for MATH-
MOD 2018 and MATHMOD 2022 each contribution is assigned an individual DOI number for
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quick web access and reliable documentation. Thus, along with the publication of the Discus-
sion Contribution Volume, metadata of the contributions are stored in publication databases for
cross-referencing. ARGESIM Publisher's DOI numbers for the MATHMOD 2022 Discussion
Contribution Volume is within the range DOI 10.11128/arep.17.a17nnn, where nnn is the
submission number of the contribution.

The MATHMOD 2022 Proceedings publish all accepted Full Contributions in a volume of the
IFAC-PapersOnLine proceedings series (ISSN 2405-8963) at the ScienceDirect web service
www.journals.elsevier.com/ifac-papersonline/ (open access, individual contribution DOI).

Last but not least, MATHMOD 2022 also wants to draw attention to the possibilities of MATH-
MOD Postconference Publications. Following the IFAC copyright regulations with possible
publication of MATHMOD 2022 contributions in IFAC journals, suitably adapted versions of
MATHMOD 2022 contributions which contain sufficiently new material may also be submitted
to MCMDS, the journal Mathematical and Computer Modelling of Dynamical Systems, pub-
lished by Taylor and Francis. Extended contributions with emphasis on simulation may also be
submitted to SNE Simulation Notes Europe, the scientific journal of EUROSIM published by
ARGESIM Publisher, Vienna.

But MATHMOD puts emphasis also on two other very important constants — the socialising
constant, and the traditional constant. MATHMODSs are providing a — hopefully attractive —
MATHMOD Social Programme, and MATHMODs continue the tradition with connection to
fine arts. Consequently, MATHMOD 2022 starts with a talk on special views and places in
Vienna, given by Inge Troch, the founder of MATHMOD. MATHMOD 2022 presents a Social
Lecture on modelling and simulation Landscape Archaeology, introducing into the techniques
and methodologies of archaeological prospection. MATHMOD 2022 continues the co-
operation with Vlatko Ceric, professor emeritus for stochastics and modelling at University
Zagreb, who creates graphics in style of Algorithmic Art for MATHMOD design — the title page
of these proceedings show design from algorithmic art series Amulets, www.veric.net.
MATHMOD 2022 celebrates the Viennese Café tradition with the Café Simulation, a
Viennese-type Café, especially established for MATHMOD near the conference office. And
finally yet importantly, MATHMOD 2022 continues the tradition the provide conference bags
produced at a workshop for handicapped people, this time a rucksack-type sport bag with
‘MATHMOD 2022 Vienna’ embroidery.

As organizers we want to express our sincere thanks to all of you for your help in making the
MATHMOD 2022 conference a success — first to the MATHMOD 2022 participants, authors,
and plenary lecturers. In particular, we appreciate the support of our sponsors and co-spon-
sors. Special thanks go to the members of the International Program Committee, who did a
great job in organizing the review process. A big thank goes to the organizers of the MATH-
MOD Minisymposia — playing a key role for the success of MATHMOD 2022.

Moreover, we are proud of the excellent work of all staff members — a big applause to our

about 20 helping hands for MATHMOD 2022. Finally, we thank the IFAC publication team for
the excellent cooperation, and the ARGESIM Publisher’s people for support.

MATHMOD Conference Series — a mathematical model with constants, parameters, and
variables: we hope the frequency becomes a constant again, and we would be glad to meet
many variables at 11*" MATHMOD in February 2025.

Felix Breitenecker, Wolfgang Kemmetmdiller, Andreas Kérner, Andreas Kugi, Inge Troch
Vienna, July 2022
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Error estimates for data-driven optimal
control by leveraging results for
autonomous systems *

Sebastian Peitz* Katharina Bieker **

* Department of Computer Science, Paderborn University, Germany
(e-mail: sebastian.peitz@upb.de).
** Department of Mathematics, Paderborn University, Germany.

This work pursues the central task to efficiently solve opti-
mal control problems for complex — and thus, expensive-to-
evaluate — dynamical systems with the help of data-driven
surrogate models. Mathematically speaking, we consider
the following problem over the time horizon p - At:
p—1
lin J(y) = min >  P(yir1) 0

i=0
st Yit1 :(p(yb7ul)7 i:O7172a"'7

where y; and u; € U are the system state and control at
time instant ¢; = iAt. The objective function (for instance,
the distance to some desired trajectory y"f) is denoted by
P, and ® describes the flow of the underlying dynamical
system (e.g., an ordinary or a partial differential equation)
over the time increment At. The solution of (I) yields the
optimal control u* and corresponding state y*.

A substantial challenge that we often face is the fact
that the efficient prediction (and, by extension, control)
of complex dynamical systems is hindered by the fact that
the system dynamics are either very expensive to simulate
or even unknown. Researchers have been investigating
ways to accelerate the solution by using data for decades,
the Proper Orthogonal Decomposition (POD) being an
early and very prominent example (Sirovich, 1987). More
recently, the major advances in data science and machine
learning have lead to a plethora of new possibilities, for
instance artificial neural networks, sparse regression for the
identification of nonlinear dynamics (Brunton et al., 2016),
or numerical approximations of the Koopman operator
(Rowley et al., 2009; Klus et al., 2020), which describes the
linear dynamics of observable functions. These methods
facilitate the efficient simulation and prediction of high-
dimensional spatio-temporal dynamics using measurement
data, without requiring prior system knowledge. For con-
trol systems, a drawback is that the construction of surro-
gate models with inputs is often much more tedious and
also problem-specific and data hungry (Bieker et al., 2020).

The approach we present here to solve (I) via surrogate
models while avoiding the aforementioned issues is based
on modifying the control problem instead of adjusting the
surrogate modeling to the control setting. The resulting

* This research has been funded by the European Union and
the German Federal State of North Rhine-Westphalia within the
EFRE.NRW project “SET CPS”, and by the DFG Priority Pro-
gramme 1962 “Non-smooth and Complementarity-based Distributed
Parameter Systems”.

framework, which we call QuaSiModO, consists of the
following steps (cf. also Figure 1):

(1) Quantization of the the admissible control U (for
instance by replacing the interval U = [u™", u™] by
the bounds V' = {u™" um*});

(2) Simulation of the autonomous systems with fixed
inputs (e.g., @ mn/m (y) = (y, umn/max);

(3) Modeling of the individual systems via an arbitrary
“off-the-shelf” surrogate modeling technique;

(4) Optimization using the resulting set of autonomous
surrogate models and relaxation techniques.

This interplay between continuous and integer control
modeling as well as between the full system state and ob-
served quantities (e.g., measurements) allows us to utilize
the best of both worlds, namely

e integer controls for efficient data-driven modeling,
e continuous control inputs for real-time control, and
e existing error bounds for predictive models.

QuaSiModO successively transforms Problem (I) into re-
lated control problems that — as long as the predictive
surrogate model is sufficiently accurate — yield optimal
trajectories y* that are close to one another. From (I) to
(II), we quantize the control, meaning that only a finite
set V' C U of inputs is feasible. This allows us to replace
the non-autonomous dynamical system ®(y,u) by a finite
set of autonomous systems ®,;(y), each corresponding

Fig. 1. The QuaSiModO framework consisting of the
four steps Quantization, Simulation, Modeling and
Optimization (Peitz and Bieker, 2021).

ARGESIM Report 17 (ISBN 978-3-901608-95-7), p 1-2, DOI: 10.11128/arep.17.a17012 1



MATHMOD 2022 Discussion Contribution Volume, 10th Vienna Conference on Mathematical Modelling, Vienna, Austria, July 27-29, 2022

Stochastic COVID-19

Lorenz Burgers Navier-Stokes Mackey-Glass DDE
(SIDARTHE)
System
N
Control & 2" component Distributed Parameters a, v: Cylinder rotation Input at time ¢
qu/zmtizatiou u = 50 - cos(p) u(z,t) = Y vi(t)xi(z) | Four different levels u € {-5,0,5} ue {-0.2,0,1}
¢ e {0,7} v; € {—1,0,1} of infectiousness
Observable Full state Full state Partial observation Lift & Drag State at time ¢
2= f(y) 2=y 2=y z=(I,D,A,R,T) z=(Cr,Cp) z=y(t)
Surrogate | Koopman operator Proper Orthogonal Koopman operator Neural Network Neural Network
model Decomposition LSTM Reservoir Computer
MPC

Fig. 2. QuaSiModO applied to various combinations of systems and surrogate models for model predictive control.

to one entry w/ € V. While introducing an artificial
drawback from the control perspective (Problem (II) is a
mixed-integer optimal control problem), we can now easily
introduce an equivalent Problem (III) that is based on
surrogate models ®7;(z) for a reduced quantity z = f(y).
Here, the function f is an observable which maps measure-
ments from the state space of the full system to the space
of measurements (which may be of significantly smaller
dimension). As the transformation from (II) to (III) acts
on a set of autonomous systems, we can approximate the
individual systems ®,; from individual measurement data
sets, using whichever method we prefer.

In order to mitigate the disadvantages with respect to the
complexity of the control problem, the problem of selecting
an optimal input from V is relaxed by determining the
optimal convex combination of the autonomous systems:

min  J"(z) = min

p—1
P (z
a€([0,1]m)r ae([(),l]m)Pzz::O (Z +1)

m m
r
st zip1 = E ai,jq)uj (Zi)a E :Oéi,j =1
Jj=1 Jj=1

Problem (IV) is again continuous — with respect to the
input «. For control affine systems, we can directly apply
u* = Y7 afu’ to the real system. For non-affine sys-
tems, we use the sum up rounding algorithm from (Sager
et al., 2012), by which a control corresponding to one of

the quantized inputs is applied to the real system.

(Iv)

Besides the ability to include arbitrary models, an impor-
tant aspect is that existing error bounds for the chosen
surrogate model can easily be included, see (Peitz and
Bieker, 2021) for a detailed description The availability
of error bounds is of particular importance for engineering
systems, where safety is of utmost importance (e.g., for air-
craft or autonomous vehicles). The bounds guarantee the
performance of a controller and — more importantly — will
automatically become stronger with future developments
in the field of data-driven modeling.

We have tested the QuaSiModO framework on a variety
of dynamical systems, observable functions and surrogate
modeling techniques, cf. Figure 2, a detailed description is
given in (Peitz and Bieker, 2021). For instance, we can
control the lift force acting on a cylinder (determined
by the velocity and pressure fields governed by the 2D
Navier—Stokes equations) without any knowledge of the
flow field using the standard LSTM framework included
in TensorFlow, and stabilize the Mackey-Glass equation
using a standard echo state network. This highlights the
flexibility and broad applicability of the method and
the success of the technique in constructing data-driven
feedback controllers.
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Abstract

In today’s chemical industries commercial software tools employing state-of-the-art models and
advanced optimization and control algorithms are used at different stages of the project life cycle,
from early stages performing scale-up and conceptual process design, front-end engineering design
to retrofitting and optimization studies at the plant commissioning/operation stage. The impact of
advanced process modeling and simulation, optimization and control is profound and has become
mainstream in the chemical industries due to the significant economic benefits achieved. These are
amongst crown achievements of the process systems engineering community in Chemical
Engineering discipline through research in mathematical programming, modeling, process synthesis
and design and process control that has been performed in the past decades. Today there are new
driving forces affecting the bottom line of chemical industries but also universities alike namely
digitalization, machine learning/Artificial Intelligence (Al), climate change, decarbonization, sector
coupling through renewable energy, etc. These technologies open up new horizons for industry to
become more efficient, to decrease CO> footprint and to develop innovative products and services.
As model-based engineering becomes more established as enabling technology to address these
challenges, in this talk we review the critical role of uncertainty and sensitivity analysis methods
starting from the fundamental theory of Monte Carlo integration to sensitivity analysis using
variance decomposition methods. Here an important distinction between when a study is about
uncertainty and when it is about sensitivity analysis will be discussed. A number of applications of
uncertainty and sensitivity analysis from process systems engineering which employs largely first
principles/mechanistic models are presented: These examples include a range of engineering
problems related to model identification/parameter estimation (in process/property modeling) to
process synthesis and design and optimization. From these experiences, a critical analysis of the
theory and pitfalls encountered in the application of uncertainty & sensitivity analysis in wider
process systems engineering is presented. In the second part of the talk, a critical attention is given
to the need to provide model prediction error (uncertainty quantification) of machine learning as
well as deep learning/graph neural network models that are becoming popular in this emerging Al
paradigm. While a wide range of methods for uncertainty assessment for such deep learning models
are proposed from the larger deep learning community (from ensemble modeling to last layer
dropout, etc), these methods are mostly pragmatic and heuristics in nature. Therefore the
importance of benchmarking and critically assessing the quality of uncertainty quantification
methods should remain an important point of attention. This aspect will be discussed on a study that
deals property prediction of chemical compounds using graph neural networks.

Stepping back from these particular examples, and looking ahead at the big picture, we see that
many engineering decisions relies on computational analysis/calculations that employs a range of
models some increasingly sophisticated (be it mechanistic, machine learning/deep learning or a
hybrid combination). In this regard, proper identification and systematic study of potential sources
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of uncertainty and assessment of their consequences to such decisions will remain relevant and
important problem. This field is truly fascinating with many scientific and engineering challenges to
address.
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1. INTRODUCTION

Let D C R? be a non-empty open bounded connected do-
main, w C D, and consider the following set of admissible
domains

O, ={QCU:QDw, Qis open, bounded, connected,

and at least of class C’O’l} .

Let f € L*(D;RR?) be a stationary fluid source function,
which can be interpreted as the force that steers the fluid
at a constant pace—an example of this is a fluid pump and
fluid outlet that act on the fluid at the same rate— and
Q € O,,. The time-dependent Navier—Stokes equations on
the interval (0,7 is given by
ou—vAu+vy(u-Viu+Vp=jf in Qx(0,T),
V-u=0 inQx(0,7T), 1
u=0 in 90 x (0,T), (1)
u = ug in Q x {0},
where u and p correspond to the dynamic fluid velocity
and pressure, respectively, and ug € L?(U;R?) is the initial
velocity that satisfies V - ug = 0 in Q. The parameter
v > 0 denotes the fluid viscosity. On the other hand, we
call v > 0 the convection parameter. We also look at the
stationary Navier—Stokes equations

—vAv+y(v-VIv+Vg=Ff inQ,
V-v=0 1inQ, (2)
v=0 in 09,

where v and ¢ are the equilibrium fluid velocity and
pressure, respectively.

On both equations, if v = 1 we reduce to the usual
Navier—Stokes equations, while v = 0 gives us the Stokes
equations.

We focus on the analysis of two shape optimization prob-
lems governed by equations (1) and (2). In particular,
given a static desired velocity up € L?(w;R?), we consider
the time-average problem

T
. 14
min r(@) = % [ )~ unltsmondt| g

Qe0.,
subject to (1),

* This work is supported by the Japanese Government Ministry
of Education, Culture, Sports, Science and Technology (MEXT)
Scholarship.

and the stationary shape design problem
. 2
Qnelgt JS(Q) = VHU - uD||L2(w;R2)
subject to (2).

(4)
We denote the solutions of (3) and (4) by Qr and Q. Our
goal is to show that

. e 1 1 gl
|JT_J5|§C(T+\/T+21/2> (5)
where J5 = Jp(Qr), JI = Js(Qs), and the constant
¢ := c(ug,up, f,1/v,U) > 0 is independent of T

Inequality (5) attempts to answer the contention that so-
lutions to dynamic fluid shape design problems are close to
the solution of the equilibrium problem. This assumption
is one of the reasons why majority of shape optimization
problems involving fluid deals with the stationary state
equations rather than the time-dependent case.

Remark 1. Note that when v = 0, both systems (1) and
(2) can be realized as parabolic and elliptic problems,

respectively, and inequality (5) reduces to the estimate of
Trelat et al. (2018).

Our result is summarized in the following theorem.
Theorem 2. Suppose that f € L?(U;R?), ug € H(Q) N
L2(U;R?), and up € L*(w;R?). If J& = Jr(Qr) and
J* = J5(95), where Qr and Q, are the solutions of (3)
and (4), respectively; then there exists ¢ > 0, independent
of T, such that (5) holds.

As a consequence, we obtain a sense of convergence of
solutions of (3) to a solution of (4). We formalize this
result below.

Corollary 3. Suppose that the assumptions in Theorem 2

hold. Then there exists Q* € O, such that Qp L O* as
T — oo, and that |J — J,(Q*)] < 2Y/2¢y, where ¢ > 0
is the same constant as in Theorem 2. Here, the symbol
X, denotes the domain convergence with respect the the
indicator functions in L*°-topology.

2. NUMERICAL REALIZATION

To solve the problem numerically, we rely on a gradient
descent method induced by the identity perturbation op-
erator. For more details, we refer to Delfour and Zolesio
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(2011). We compute the shape derivative of the objec-
tive functions in the sense of Hadamard’s, i.e., the shape
derivative of a given objective function J : O, — R
in the direction of § € © is denoted and defined as
dJ(2)0 = lim o T(e)=T()

=
The shape derivative of Jr and J, have already been com-
puted (see Kasumba and Kunisch (2012), and Mohammadi
and Pironneau (2010) among others), hence we skip such
step in this exposition. Nevertheless, such derivatives are
given below

dJr ()0 = ;/OT [/m(anu(t) Opw(t))0 - ndo
+Avmewszm4%
dJs; ()0 =v {/an (Onv - Opz)0 -ndo

+/V-(Xw|v—up|29)dx},
Q

where w € L (I; H(Q)) N L3(I; V(2)) is the time depen-
dent adjoint variable that satisfies the variational problem
ve@)(—0w(t), p)v(a) +v(Vw(t), V)
+ (e - V)u(t), w(t))o — ((u(t) - V)w(i), ¢)a
= 2ult) —up, @) Ve € V(Q),
and the transversality condition w(7) = 0, while z € V(Q)
solves the equation

v(Vz, Ve)a +7[((e- V)v, 2)a — (v V)z,9)q]
=2(v—up,p), YeelV(Q).

Note that both derivatives can be expressed with the
Zolesio-Hadamard structure, i.e., we can write

dJ()6 = / VJn-60do,
o0

where V.J is called the shape gradient.These shape gra-
dients will be the basis of our descent directions, i.e., by
choosing § = —VJn in 0N we are assured that

dT ()0 = —16]7200m2) < 0.

Numerically though, such choice of descent direction may
cause oscillations on the perturbed domains. Because of
that, we shall resort to a traction method that intends
to extend the choice of 6 to the whole domain, say for
example by a Robin boundary problem, see Azegami and
Takeuchi (2006).

The variational equations are solved using Galerkin finite
element methods. The stationary Navier—Stokes equations
is solved using Newton’s method, the dynamic Navier—
Stokes equations and the time-dependent adjoint equation
are solved using a Lagrange—Galerkin method based on
characteristics, and the stationary adjoint equation is
solved by the usual Galerkin method.

2.1 Numerical Implementation

For simplicity, we choose f = 1—10(3437—963)7 the desired
function is the solution of the Stokes equations with v =
1/5 in a domain enclosed in a circle that satisfies 22 +
y*> = 4, and the domain w C R? is the set {(z,y)R? : 22 +
y? < 1}. The shape optimization problems are then solved

with parameter values v = v = 1, and with the initial
velocity u = 0.

To illustrate the convergence of the solutions of the time-
dependent problems, we have Figure 1. Figure 1(A) shows
that the boundary of the solutions 927 ; becomes closer
to the boundary ), as the terminal time 7" gets bigger.
Figure 1(B) shows the log-log plot of the gap |Jr — Jg|
versus the terminal time T'. In the same figure, we plotted
the plots of O(T~') and O(T~'/?). Coincidental with
the theoretical result, for lower values of T' the order of
convergence nearly follows O(T~'/2), while we observe a
convergence that is similar with O(T~1) for higher values
of T.

(4) [—T-I

——T =128
—— Stationary Solution

dpg (0, 0r)

Tog,(27)

Fig. 1. Tllustration of how the boundary of the shape
solution of the time-dependent problem (3) converges
to the boundary of the solution of the equilibrium
problem (4) as T gets larger (A); log-log plots of
|J7.% — Js x|, O(T™1), and O(T~1/2)(B); trend of the
Hausdorff distance between the solutions of (3) and

(4) (C).

Lastly, we quantified the convergence of the boundaries
by virtue of the Hausdorff distance. We observe in Figure
1(C) that the Hausdorff distance indeed gets smaller as
the value of =, which is such that T'= 2%, increases.

REFERENCES

Azegami, H. and Takeuchi, K. (2006). A smooth-
ing method for shape optimization: Traction method
using the Robin condition. International Jour-
nal of Computational Methods, 03(01), 21-33. doi:
10.1142/50219876206000709.

Delfour, M. and Zolesio, J.P. (2011). Shapes and Ge-
ometries: Metrics, Analysis, Differential Calculus, and
Optimization. Society for Industrial and Applied Math-
ematics, 2 edition.

Kasumba, H. and Kunisch, K. (2012). Vortex control in
channel flows using translational invariant cost func-
tionals. Computational Optimization and Applications,
52(3), 691-717. doi:10.1007/s10589-011-9434-y.

Mohammadi, B. and Pironneau, O. (2010). Applied Shape
Optimization for Fluids. Numerical Mathematics and
Scientific Computation. Oxford University Press.

Trelat, E., Zhang, C., and Zuazua, E. (2018). Optimal
shape design for 2d heat equations in large time. Inverse
Problems in Science and Engineering, 3(1), 255-269.



MATHMOD 2022 Discussion Contribution Volume, 10th Vienna Conference on Mathematical Modelling, Vienna, Austria, July 27-29, 2022

Hybrid Dynamical Modeling of
Polycrystalline Shape Memory Alloy Wire
Transducers

Michele A. Mandolino * Francesco Ferrante **

* Department of Systems Engineering, Department of Material Science
and Engineering, Saarland University, Saarbricken, Germany
(e-mail: michele.mandolino@imsl.uni-saarland.de).

** Department of Engineering, University of Perugia, Perugia, Italy
(e-mail: francesco.ferrante@unipg.it)

Keywords: Mechatronics, Model Simplification and Optimization, Discrete-Event Systems.

1. INTRODUCTION

Shape Memory Alloys (SMAs) are a class of smart ma-
terials which exhibit different thermo-mechanical prop-
erties than conventional metals. When SMA material is
heated, transformations in the crystal lattice structure are
induced, which generate a macroscopic change in shape
on the order of 4-8%. This effect can be exploited for the
development of novel actuators that react to an external
thermal input with a mechanical deformation (Ballew and
Seelecke (2019)). In most applications, SMA material is
shaped as a thin wire. In this way, the thermal activation
can be simply induced via an electric current, thus result-
ing in a mechatronic tendon-like actuator.

Despite their remarkable benefits such as compactness,
lightweight, and high energy density, SMA materials are
characterized by a highly nonlinear response, which is
mainly due to a load-, temperature-, and rate-dependent
hysteresis. Accurate modeling and compensation of such
hysteresis is fundamental for the development of high-
performance SMA applications. The goal of this work is
to provide an accurate and numerically efficient model,
which can be used to perform accurate simulations, model-
based design optimization, and control of complex struc-
tures driven by polycrystalline SMAs. Our approach is
based on a reformulation of the physics-based Miiller-
Achenbach-Seelecke (MAS) model for polycrystalline SMA
wires (Rizzello et al. (2019)) within the hybrid dynamical
framework proposed by Goebel et al. (2012). In this way,
we are able to significantly reduce the numerical com-
plexity and computation time, without losing numerical
accuracy and physical interpretability. In future research,
the model will be used for hybrid control of SMA systems.

2. SHAPE MEMORY ALLOY MODEL

In the scientific literature, there are plenty mathemati-
cal models which describe the behavior of SMA material
(Khandelwal and Buravalla (2009)). Due to the different
approaches pursued, we can classify them in numerical and
analytical /physics-based models. The former are the most
computationally efficient ones, but are not suitable for pre-
dicting material response to change of external conditions

(e.g., load stress, external temperature, structure which
is coupled with the SMA). The latter, instead, have a
highly sophisticated and detailed description but, in turn,
are characterized by strong nonlinearities and require high
simulation time.

With the aim to obtaining fast and accurate predictions, in
this work we propose a novel physics-based model for one-
dimensional polycrystalline SMA wires. To provide mean-
ingful simulation results, the model needs to reproduce as
many physical effects as possible. A valuable baseline is
offered by the mesoscopic MAS model for polycrystalline
SMA material presented by Rizzello et al. (2019). Such
a model is based on a novel bookkeping algorithm that
reproduces the time evolution of smooth hysteresis loops,
as well as inner loops, while maintaining all physical in-
formation of the basic single-crystal MAS model (Ballew
and Seelecke (2019)). Despite those advantages, the model
is affected by slow simulation time due to strong nonlin-
earities and numerical stiffness of the resulting ODEs.

3. HYBRID DYNAMICAL MODEL

Using the work of Rizzello et al. (2019) as starting point,
in this section we summarize the theoretical reformulation
which permits to overcome the aforementioned numerical
limitations. A potential way to improve the physical model
implementation consists of eliminating the stiff dynamics
of phase transformations, and substitute it with instan-
taneous hybrid transitions. This approach is similar to
what already exploited in a previous work on single-crystal
SMA model (Mandolino et al. (2021)), which will now be
generalized to more challenging polycrystalline SMAs. The
adopted hybrid framework for the SMA model implemen-
tation is based on the hybrid theory of Goebel et al. (2012).

A generic stress-strain hysteresis of a superelastic poly-
crystalline SMA wire is shown in Fig. 1(a). The material
produces different pathways (or branches) depending on
the entity of a mechanical load applied. By observing this
behavior, we can determine three operating modes, each
one with well-defined physical interpretations:

(1) AM: Austenite to Martensite (or Loading) branch;
(2) MA: Martensite to Austenite (or Unloading) branch;
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Fig. 1. Example of a qualitative stress-strain hysteresis of
polycrystalline SMA wire (a) and the corresponding
hybrid automaton with modes and edges (b).

(3) M: Full Martensite branch.

The finite state machine which defines the transition logic
between those modes is sketched in Fig. 1(b). A hypo-
thetical operating sequence of the model is as follows. A
superelastic SMA wire starts in a full austenitic condition
(mode AM). When subject to an increasing mechani-
cal load, the amount of austenitic crystal lattice reduces
while the martensitic one increases. If the load exceeds
a certain threshold (dictated by material specifics and
external inputs), the SMA wire transforms completely into
martensite (mode M). When the material works below the
load threshold and, at the same time, the mechanical load
is decreased, the system changes gradually from martensite
to austenite (mode MA). Minor hysteresis loops, which
appear when performing partial loading and unloading, are
handled by the same AM and MA modes, by considering
a novel properly computed unloading branch, see Rizzello
et al. (2019) for details. Note that such minor hysteresis
loops are not shown in Fig. 1(a), for the ease of clarity.

The finite state machine in Fig. 1(b) can be represented
through a generic hybrid system defined as follows:

i = flr,u) (r,u)el
H: {x+ € G(x) (z,u) e D" (1)

The states * = [¢ T ¢q]" € X, X = Ryg x Ryg x
{AM, MA, M}, correspond to the SMA strain, tempera-
ture, and operative mode. The inputs v = [v J Tg]" € U,
U =R x R>g x R>g, represent wire speed, input power,
and environmental temperature, respectively. The output
is simply y :== F € Y, Y := R>, i.e., the SMA force. Sets
f and C describe the continuous-time subset of the system
by the respective differential equations and state con-
straints, while G and D describe the discrete-time subset
by difference equations or inclusions and jump constraints.
The state-space form of the hybrid SMA model is:

¢ =wly!
T =[] = M(T = Tg) + Lo (Qovey — Lr)™" (2)
F =nri(e - ETJUE\?)[EJT;QCS\? + E;l(l — x%})]‘l

A detailed description of f, G, C, and D, as well as variable

.135&2 associated to mode (%), is omitted for conciseness.

4. SIMULATION RESULTS

In this section, the behavior of the polycrystalline MAS
model from Rizzello et al. (2019) will be compared with the

Fig. 2. Hysteresis results for different internal loops at
different strain rate: 107%s! (left) and 1072s! (right)

new hybrid one, as well as with experimental stress-strain
curves. All simulations are performed in Matlab/Simulink
environment. Experimental data and model parameters of
a superelastic SMA wire are derived from Rizzello et al.
(2019). Due to its nonlinearities, the MAS model requires
a stiff solver (i.e., odel5s). On the other hand, thanks
to its simpler structure, the hybrid reformulation can be
also integrated with simpler non-stiff solver (i.e., odef5).
Different unloading paths are tested, corresponding to
two strain rates of 107* s~! and 1072 57!, respectively.
Simulations results, shown in Fig. 2, demonstrate how the
two implementations are practically equivalent in terms
of numerical results. An experimental rate-dependency of
the hysteresis is also observed, which is well reproduced
by both models. The total simulation time of the hybrid
model, however, is almost 5.6 times smaller than the one
of the MAS, i.e., 36.82 s vs. 206.64 s.

5. CONCLUSION

In this paper, a novel physics-based hybrid model for
polycrystalline SMA wires is developed and tested. It takes
advantage of the hybrid modeling theory to significantly
minimize the model complexity, thus allowing to reducing
the simulation time without losing accuracy. Future re-
search will focus on using the hybrid polycrystalline model
to describe complex SMA systems, as well as on developing
hybrid control laws for hysteresis compensation.
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Abstract:

Using the i-Tree software, this paper provides an overview of the ecosystem services of urban trees in
Berlin. The purpose of this study is to determine the feasibility of research studies concerning the
ecosystem services of Berlin's urban trees based on the Berlin Geoportal. The purpose of this paper is to
show how public cadastral data can be used to assess ecosystem services provided by trees. The modeling
of the data is done by the software i-Tree. The paper focuses on defining the requirements for data
provision and illustrates the process of data preparation using the Berlin tree cadastre as an example. In
addition, an approach to fill in incomplete data sets using linear regression was made. The results of the
analysis should highlight which further information on urban trees would be necessary to improve the
informative value of future studies and, based on this, to improve the structure of the tree population and
to enable the continuous provision of benefits by urban trees.

Keywords: i-Tree, urban trees, regression analysis, GIS, ecosystem services, feasibility study

1. INTRODUCTION

Ecosystem services refer to the benefits provided by urban
trees, meadows and parks, among others. Several studies also
indicate that urban trees improve air quality (Manes, et al.,
2012; Soares, et al., 2011; Wang, et al., 2018).

The objective of this work shall be to identify and assess the
ecosystem services provided by Berlin's urban trees and
urban tree species. This study aims to determine the
feasibility of research studies concerning the ecosystem
services of Berlin's urban trees based exclusively on open
data from the Berlin Geoportal. The study does not draw on
additional forestry knowledge and is carried out without the
assistance of public authorities. Only freely accessible urban
tree data is used. This paper aims to highlight what further
information on urban trees would be necessary to improve the
results of future studies.

2. DATA AND METHODOLOGY

In order to get a more detailed overview of the street trees in
Berlin, the tree data of the geoportal will be processed so that
they can be analysed with the software i-Tree. Special
attention will be paid to relevant parameters needed in i-Tree,
which cannot be derived from the Geoportal database.

2.1 Description of the data from Berlin Geoportal

The data source for Berlin's street and plant tree inventory in
the Geoportal is the tree cadastre of the Berlin (Geoportal
Berlin, 2018). More than 900,000 active trees and their data
are recorded in the Berlin tree register.

For the further evaluation of the data in i-Tree, the trunk
circumference is the most relevant. In total, the database was
able to provide 559,903 values for this category. Another
relevant value for the subsequent evaluation is the height of
the tree. Here the database was able to output 362,793 values.
Only 266,663 values provided information about Berlin's tree
canopy. This means that less than half of the total tree
population allows a statement about the tree crown.

2.2 Definition of the data requirements in iTree

i-Tree has been developed and configured for the USA and
its domestic tree species. Nevertheless, the tool is used in
European and Asian studies as well (Scholz, et al., 2016;
Wang, et al., 2018; Moser, et al., 2017).

The only mandatory values required for an evaluation are the
tree species and the trunk diameter. The values for size,
health and thinning of the tree crown are also recommended
by i-Tree (USDA Forest Service, 2021). However, these
values are only available for some of the trees in Berlin. i-
Tree will thus fall back on comparative values and
interpolations. Furthermore, it is recommended to specify the
tree height. This value is available for some of the trees. For
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the remaining trees, the height is estimated using the
algorithm described in 2.3.

2.3 Adaptation and optimisation of the data set

The data set of the Berlin tree cadastre cannot be fed into i-
Tree without adjustments. To achieve better results, some
incomplete data points are supplemented by estimated values.
This method is used for the tree height. This step is taken
because out of the total 565,363 entries in the tree cadastre,
about 36% do not have a value for tree height.

The following table summarises the missing entries in the
data set necessary for our investigations.

Table 1. characteristics of the tree cadastre dataset

Data set Height Art T_runk
e Botanically circumference
total missing .
absent missing
565.363 203.010 1.198 5.932

For the used dataset, an attempt is made to determine the
characteristic of tree height, which is missing for some trees,
by means of the regression.

To evaluate the quality of the regression, the coefficient of
determination R? was determined with the value 0.578. Thus,
57.8% of the variability of the tree height can be described by
the independent variables tree species and trunk
circumference (Lange & Bender, 2007).

i-Tree does not recognise some of the tree species from the
tree cadastre dataset. Therefore, out of 475,856 trees, only
361,690 are taken over by i-Tree. To reduce the size of this
gap, the tree species not recognised by i-Tree were extracted
and a tree of the same genus with similar average height and
diameter values was chosen as an alternative designation.
This heuristic allowed 34,700 additional trees to be
recognised when imported in i-Tree.

3 COMPARISON AND RESULTS

3.1 Ecosystem services of the tree species

In total, urban trees in Berlin sequestered 3,916 tonnes of
carbon per year. The Littleleaf Linden stands out the most.
Table 2 shows the 5 most important tree species of Berlin
sorted by total number of trees in relation to carbon
sequestration and oxygen production. Additionally, Wych
Elm is listed as having the best values in the areas of carbon
sequestration and oxygen production.

Table 2: Comparison of ecosystem services of tree species

. Numb Carbon per Oxygen per
Tree species Trees  bond [t] tree [t] tree
Litleleat 56678 65879 00116 175676  0,0310
Norway Maple 54.422 550,30 0,0101 1.476,47 0,0271
English Oak 28.304 342,31 0,0121 912,82 0,0323
Horse Chestnut 17.381 280,53 0,0161 748,07 0,0430
Bigleaf Linden 17.176 22422 0,0131 597,93 0,0348
Wych Elm 1.473 31,13 0,0211 83,01 0,0564

The Wych EIm has a small share of 0.4 % of the total tree
population in Berlin. If the values of carbon sequestration per
tree of the three trees listed first is compared, the low value
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per tree is striking. Trees that are not so frequently
represented sometimes have a higher carbon sequestration.

4. CONCLUSION

In this study, the individual ecosystem services of Berlin's
urban trees were examined and evaluated. It was found that
the services can only compensate for a small part of the
resulting emissions. Nevertheless, qualitative services, such
as shade and the associated reduction of the temperature in
the city, as well as the beautification of the cityscape and the
resulting improvement in the subjective quality of life, speak
in favour of optimising and expanding the tree population in
Berlin. The type of tree is significantly responsible for the
quality of the ecosystem service provided by a tree. Berlin
should therefore take tree species and their benefits into
account when designing the future tree landscape and the
planting of new trees. In addition, the improvement and
detailing of the existing data of the Berlin tree cadastre
should be fundamental for further investigations. The
improved data basis can provide political decision-makers
with important information to improve the structure of the
tree population and to enable a continuous benefit
endowment of urban trees.
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Abstract: This work is concerned with learning the dynamics of technical systems from data
within a sparse Bayesian framework. The approach employs a basis representation of the
unknown dynamics function, similar to the sparse identification of nonlinear dynamics (SINDy)
approach, which is combined with a Bayesian procedure for parameter estimation. We propose
to use the recently introduced neuronized priors as a unified approach to enforce sparsity in a
dynamical systems context, and illustrate the method with an academic example.

Keywords: Uncertainty, dynamic systems, parameter estimation, parameter identification,

probabilistic simulation.

1. INTRODUCTION

Learning the dynamics of a system from data is receiv-
ing considerable attention at present. Here, we focus on
autonomous systems of the form

x(t) = f(x(t)), x(0) =xo, (1)
where x(t) € R", f : R* — R",¢ € (0,7] and X =
dx/dt. One particularly popular paradigm, the sparse
identification of nonlinear dynamics (SINDy) Brunton

et al. (2016a), represents the unkonwn dynamics f as a
linear combination of library basis functions as

fix) = ©(x)¢;, (2)
where &, € RP, ¢ = 1,...,n are the parameters to be
identified and © represents the library of basis functions.
For notational convenience, all parameter vectors are col-
lected in a matrix as 2 = [£;---&,,]. Popular choices of
basis functions are polynomials or splines, which are able
to accurately approximate large classes of functions. In
the original paper Brunton et al. (2016a), regression with
iterative thresholding was used to estimate the parameters
from data of %(¢). Since then, extensions in many differ-
ent directions have been proposed. Control scenarios were
addressed in Brunton et al. (2016b), whereas uncertainty
was included through a Bayesian extension in Fuentes
et al. (2021). Another Bayesian approach, also including
noisy observations of the state directly, was introduced
in Galioto and Gorodetsky (2020), which contained the
original SINDy approach as a special case. Also, there exist
deep learning based approaches, such as Goyal and Benner
(2021) to learn the model as a black box. In contrast,

* The authors acknowledge internal funding by the faculty of me-
chanical engineering at Technische Universitdt Braunschweig.

we aim for a white-box model for which a bases library
approach is better suited.

Despite these contributions, several challenges remain. En-
forcing sparsity in a Bayesian framework is challenging and
may require to work with complicated prior formulations.
Also, jointly handling all sources of uncertainty goes be-
yond the linear regression setting and the computational
complexity will grow quickly. Here, we report and extend
on our work pre-published in Ram et al. (2021).

2. BAYESIAN SYSTEM IDENTIFICATION

In this section we present our approach to estimate the
unknown parameters 2, while simultaneously accounting
for observation, process and model uncertainty. Therefore,
we apply a suitable approximation method in time, an
explicit Runge Kutta method for the sake of simplicity,
which yields

Xiy1 = X; + ¥ (O(x)E),
where i = 0,...,m — 1, x; =~ x(¢;) and ¥}, specifies the
discrete Runge Kutta time propagator on the time grid
with uniform grid size h. Then, we introduce the stochastic
state space model

X0 = X, (3)

Xit1 = X; + Vp(0O(x)E) + m;, (4)
yYi =X + €j, (5)
where 7 = 1,...,k indicates the observation time. Note

that the considered example employs the full state, which
is why we employ an observation of the full state in (5).
However, the method can easily be extended to cover more
general state-to-observation maps. Also, the process and
observation noise are assumed to be distributed as 1, ~
N(0,021) and €; ~ N(0,02I), respectively. This setting
is close to the one considered in Galioto and Gorodetsky
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Fig. 1. Posterior histograms of & and true values (red
stars).

(2020), where the joint distribution p(E,X), with X
collecting all states @; into a matrix, was inferred with
a Kalman-type filter. Because we are mainly interested in
the marginal distribution

p(E) = / p(E.X) dX, (6)

we pursue a different path and focus on updating the
parameters directly. We employ an ensemble of N states,
propagated in time according to p(x;+1|x;) and base
inference on the average Likelihood

N k (4) |2
. 1 1 ly; —x;"|
EYIE) = L3 exp (—ﬂ |
N i=1j=1 V (27T)k0'§ 2052
(7)
which ensures robustness against process noise, see also

Conrad et al. (2017). We then update the posterior distri-
bution with Bayes’ law as

p(EY) o< L(Y|E)p(E), (8)
which we sample with Markov Chain Monte Carlo meth-
ods. In addition to employing the average Likelihood,

another original contribution is the use of a generalized
formulation of sparsity priors given as

& = T(a; — ap)wy, 9)
where w; ~ N(0,7,), a; ~N(0,1) and T is an activation
function from neural network methods, which motivates
the name neuronized prior, see Shin and Liu (2021).
Through different choices for T' we can recover various
priors, such as Lasso, Horseshoe and Spike and Slab priors.
The case of spike and slab prior is of particular interest,
because it allows to obtain zero inclusion probabilities of
individual basis functions in the library and hence, model
selection can be carried out as well.

3. NUMERICAL EXAMPLE

Here, we present an application to estimate the coefficients
of the first equation of the Lorenz system
&y = ci(z2 — 11),
j?g = 28.131 — 13 — T3,
j?3 = T1T2 — 2.67$3.

(10)

First, ¢; is set to a value of 10, and data y; is simulated
by propagating the initial state [z¢, 29, 29]T = [-8,8,27]T
using MATLAB’s ODE23 solver. Observation noise with
os = 0.01 is added to generate the data. A total simulation
time of 1.5 units, with A = 10~* is considered.

For the above application, a basis library © = [z1, X2,
X3, T1x2, T1x3, T2x3] is employed, and corresponding
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coefficients &1, &o, . . ., & are to be estimated. The standard
deviation of the process noise o, is calibrated with an
empirical Bayes approach, as outlined in Conrad et al.
(2017), which leads to o, = 256 in the current case.

To obtain the posterior given by (8), an Affine Invariant
Ensemble MCMC sampler (AIES) is employed. To facili-
tate straightforward model selection, the ReLu activation
function T'(o; — ap) = max(0,; — o) is chosen. With
the help of a grid search, the neuronised prior’s hyper-
parameters «g and 7, are assigned values -0.25 and 0.1,
respectively. A burn-in of 50% is considered and 75% of
the ATES walkers are discarded as bad chains.

The resulting posterior histograms for the first two coeffi-
cients are plotted in Figure 1. It can be seen that the poste-
riors for both the coefficients are centered around their true
values denoted by red stars. Also, the resulting posteriors
for the coefficients &3,&4,...,& yield P(& = 0) > 0.5.
Hence, a median model selection would remove those &;
for which P(¢; = 0) > 0.5 and successfully recover the
original Lorenz system. The histograms for the coefficients
&3,&4,...,& haven’t been presented here as they resemble
concentrated spikes at zero, with negligible spread.

We shall investigate the performance of the method with
different, more complex, examples in the future.
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1. INTRODUCTION

Cardiac arrhythmias arise from an abnormality in the
rhythm of the human heart. Among them, ventricular
tachycardia (VT), which manifests with a fast heart rate,
is one of the most life threatening rhythm disorders. VT
may be classified as hemodynamically stable or unstable,
depending on the capability of the heart to effectively
pump blood in the circulatory system. In the former
case antiarrhythmic drugs are generally employed, while
in the latter case cardioversion is needed. According to
the specific pathogenesis, the stability of the VT remains
the same or changes over time. Moreover, it may also
degenerate towards ventricular fibrillation (VF), a life-
threatening condition in which the ventricular activity is
fully disorganized and chaotic, leading to heart failure.

In the clinical framework, these pathological scenarios can
be hardly ever fully investigated and predicted for all
patients. For this reason, biophysically detailed compu-
tational heart models could be used to provide a deeper
understanding of the hemodynamic response to VT and
to characterize the electromechanical substrate leading to
dangerous arrhythmias.

Electrophysiological simulations are well-established for
scar-related VT identification and treatment on human
ventricles (Arevalo et al. (2016); Prakosa et al. (2018)).
On the contrary, patient-specific electromechanical models
coupled with closed-loop cardiovascular circulation have
been just recently used to enhance our knowledge on VT
(Salvador et al. (2021)). Indeed, the physiological processes
that couple mechanical and electrical activity of the human
heart, known as mechano-electric feedbacks (MEFs), are
relevant and not fully elucidated (Kohl et al. (2013);
Colli Franzone et al. (2017); Keldermann et al. (2010)).
Moreover, the identification of the hemodynamic nature
of the VT has significant clinical implications.

In this study we analyze the impact of different modeling
choices for the left ventricle (LV) myocardial deforma-
tion and the recruitment of nonselective stretch-activated
channels (SACs) by combining electrophysiology, mechan-
ics and hemodynamics in several numerical simulations.
Furthermore, we also show that our computational model
reproduces both hemodynamically stable and hemody-
namically unstable VT.

Fig. 1. Zygote LV with an idealized distribution of scars,
grey zones and non-remodeled regions over the my-
ocardium.

2. MATHEMATICAL MODELS AND METHODS

We consider the LV processed from the Zygote 3D heart
model endowed with a fiber architecture generated by
means of the Bayer-Blake-Plank-Trayanova algorithm and
an idealized distribution of ischemic regions (Fig. 1). For
cardiac electrophysiology, we employ the monodomain
equation coupled with the ten Tusscher-Panfilov ionic
model. In particular, we consider the monodomain equa-
tion with several degrees of complexity in MEFs math-
ematical modeling to assess similarities and differences
in the outcomes of the numerical simulations during VT.
We use a biophysically detailed and anatomically accurate
active stress model to describe the active force generation
mechanisms. The passive mechanical behavior of the my-
ocardium is modeled through the Guccione constitutive
law. We consider the interaction with the pericardium
by means of spring-damper boundary conditions at the
epicardium of the LV, while we prescribe energy-consistent
boundary conditions at the base of the LV to model the
interaction with the part of the heart beyond the artificial
ventricular base. Regarding blood circulation, we rely on
a 0D closed-loop model, consisting of a compartmental
description of the cardiac chambers, systemic and pul-
monary, arterial and venous circulatory networks, based
on an electrical analogy. The different compartments are
modeled as RLC (resistance, inductance, capacitance) cir-
cuits, while cardiac valves are described as diodes (Regaz-
zoni et al. (2022)).
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Fig. 2. Coupled effects of electrophysiology, mechanics
and hemodynamics for a numerical simulation with
geometric MEFs and SACs. The extra stimuli in the
upper right part of the LV, which is driven by SACs,
activate the LV electrophysiologically and mechani-
cally. This has a direct impact on both pressure and
volume transients, which in turn have an effect on the
electromechanical behavior of the LV.

We adopt a segregated-intergrid-staggered scheme to nu-
merically discretize this 3D-0D coupled problem (Regaz-
zoni et al. (2022)). Indeed, the core models are solved
sequentially by employing different space and time reso-
lutions according to the specific requirements of electro-
physiology, activation and mechanics.

3. DISCUSSION

We studied the effects of geometric and physiological
MEFs on a realistic LV geometry endowed with an ideal-
ized distribution of infarct and peri-infarct zones. We per-
formed numerical simulations of cardiac electromechanics
coupled with closed-loop cardiovascular circulation under
VT (Fig. 2).

First, we saw that if a VT is triggered by a certain
stimulation protocol and by neglecting all MEFs, the
very same pacing protocol induces a VT for all possible
combinations of MEFs that we considered. Moreover, our
electromechanical framework allows for the hemodynamic
classification of the VT, which can be either stable or
unstable, and permits to capture mechanically relevant
indications under VT, such as the incomplete relaxation
of sarcomeres.

With respect to electrophysiological simulations, we ob-
served several differences on the morphology of the VT
by combining electrophysiology, activation, mechanics and
hemodynamics. In particular, geometric MEF's do not af-
fect wave stability and may alter the VT basis cycle length,
along with its exit site. On the other hand, the recruitment
of SACs may generate extra stimuli, which may change
wave stability. These extra stimuli are driven by myocar-
dial contraction and are induced by changes in the action
potential duration or its resting value. We conclude that
both geometric and physiological MEF's define important
contributions in electromechanical models, especially when
numerical simulations under arrhythmia are carried out.
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1. INTRODUCTION

Musculoskeletal simulations are widely used to increase our
insight in healthy and pathological movements (Kainz et al.,
2019; Buehler et al., 2021). Typically, a generic
musculoskeletal model is scaled to a participant and
afterwards employed to calculate joint angles and estimate
musculoskeletal loadings (Delp et al., 2007). This approach,
however, neglects subject-specific musculoskeletal geometry
(Kainz, Wesseling and Jonkers, 2021).

At the femur the neck-shaft angle (NSA) and femoral
anteversion angle (AVA) are the most important anatomical
features (Bobroff et al., 1999). Recently, two bone-
deformation tools have been developed which enable to
modify the anatomical features of the femur (Modenese,
Barzan and Carty, 2021; Veerkamp et al., 2021). Modifying
the NSA and AVA affect hip joint contact forces (Kainz et
al., 2020). Furthermore, personalizing the AVA has been
shown to increase the accuracy of hip joint contact force
calculations (Modenese, Barzan and Carty, 2021).

The impact of personalized femoral geometry on muscle
activations and forces has not been assessed yet and therefore
was the aim of the current study. We hypothesized that
modifying the femoral geometry will alter muscle activations
and forces. Furthermore, we assumed that a personalized
femoral geometry would improve the agreement between the
muscle activations obtained from the simulations and the
experimentally measured electromyography (EMG) signals.

2. METHODS

We collected and analysed data of one typically developing
boy (age: 8 years; height: 137 cm; weight: 40 kg). Three-
dimensional motion capture data (10 cameras, Vicon Motion
Systems, Oxford, UK and three force plates, Kistler
Instruments AG, Switzerland) and EMG data of lower limb
muscles (16-channel, menios GmbH, Ratingen, Germany)
were collected during one static trial and several walking
trials. Additionally, we collected magnetic resonance images
(Siemens, Magnetom Sola, 1,5T) of both femurs using a T1-
weighted 3D gradient echo sequence with a resolution of 0.7
x 0.7 x 0.7 mm.

Magnetic resonance images (MRI) of each femur were
segmented using 3D Slicer (slicer.org) and used to calculate

the subject-specific NSA and AVA based on a previously
developed Matlab script (Kainz et al., 2020).

For the musculoskeletal simulations, we first used the torsion
tool (Veerkamp et al., 2021) to create the following nine
models:

e Ref: Model based on the NSA and AVA obtained
from the MRI images

e NSA-20,-10,+10,+20: Ref models with altered NSA
from -20 to +20 degrees

e AVA-20,-10,+10,+20: Ref models with altered
AVA from -20 to +20 degrees

Afterwards, we scaled each model to the anthropometry of
our participant based on the location of surface markers and
estimated joint centres (Kainz et al., 2017).

Joint kinematics, joint Kinetics, muscle activations, muscle
forces and joint contact forces were calculated for each model
using OpenSim 4.1 (Delp et al., 2007). Muscle activations
and forces were estimated using static optimization, while
minimizing the sum of squared muscle activations.

We compared muscle activations and forces of the
gastrocnemius medialis, soleus, rectus femoris and gluteus
medius muscles between the different models. Furthermore,
we compared the EMG data with the activations from the
simulations and quantified how much hip, knee and ankle
joint contact forces differ between models.

Fig. 1. EMG data and muscle activations from models with
altered NSA.
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3. RESULTS

Altering the NSA and AVA had an impact on the activations
and forces of all our analysed muscles (Fig. 1 and 2).
Activations from our simulations showed a reasonable
agreement with the EMG data (Fig. 1). Both, altering the
NSA and AVA had a big impact on hip and knee joint
contact forces and a minor impact on ankle joint contact
forces (Fig. 3). The AVA had a larger impact on joint contact
forces compared to the NSA. Due to the page limit, only
figures for the altered NSA are shown in this abstract.

Fig. 2. Muscle forces from models with altered NSA.

Fig. 3. Joint contact forces from models with altered NSA.

4. DISCUSSION

In agreement with our hypothesis, we showed that altering
the femoral geometry affects muscle activations and forces
from all analysed muscles. Although modifying the NSA and
AVA did not change the moment arms of the gastrocnemius
and soleus muscles, it had an impact on these muscles due to
the global optimization used to estimate muscle forces. This
also explains why altering the femoral geometry influences
the knee and ankle joint contact forces, additionally to the hip
joint contact forces.

We assumed that the personalized geometry will improve the
agreement between EMG and muscle activation from the
simulations. From our primary results based on one
participant (Fig. 1), we cannot confirm this assumption.
Several factors influence the estimation of muscle forces
additionally to the bony geometry. Our models included
generic muscle properties (e.g. maximum isometric muscle

16

forces), which might not present the muscles of our
participant and influences our results (Kainz et al., 2018).
Furthermore, different optimization approaches will likely
lead to a different distribution of muscle forces (Wesseling et
al., 2015).

In conclusion, this is the first study, which showed that the
femoral geometry affects muscle and joint contact forces at
all joints. More comprehensive studies are needed to evaluate
if the personalized femoral geometry can improve the
accuracy of muscle force calculations in musculoskeletal
simulations.
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Abstract:

Green roofs are a sustainable solution to manage water runoff from rain events in urban areas.
Modeling hydrological phenomena of green roofs over long period is challenging because of the
difficulties to both characterize the soil parameters and to take into account the dynamics of the
vegetation and the meteorological variables. The water retention capacity is represented by the
Van Genuchten - Mualem model implemented in Hydrus-1D©. For the calibration of the model,
global sensitivity analysis is exploited to quantify the effects of parameter uncertainties on the
water retention capacity. The results of this study highlight the most influential parameters on
the water retention capacity and lead to an efficient reduction of the parameter uncertainties.

Keywords: Calibration, global sensitivity analysis, green roof, Van Genuchten - Mualem model

1. INTRODUCTION

In the last decade, soil imperviousness has been one of
the main urban issues in the Northeast of France. In case
of strong rain events, runoff can lead to the discharge
of high volume of water and can cause water system
saturation. Among all urban-water regulation systems,
Green Roofs (GR) can be used to store and delay the
release of rainwater to sewers [Li and Badcock Jr (2014)].
GR are also considered as a sustainable solution that offers
benefits such as building insulation, urban heat island
cooling during summer and air pollution control.

2. GREEN ROOF HYDROLOGICAL MODELLING

The hydrological performances of GR are directly linked
to the outflow of a GR which is mainly related to the water
content inside the layers. In order to investigate these
performances, the water content needs to be measured and
simulated.

Real data have been collected on an in-situ experimental
GR installed in Tomblaine, North-East of France. A period
of one year has been chosen from January to December
2020 which represents different hydrological phenomena
shown in black in Figure 2.

Few models exist to describe the hydrological behavior of
soil and can be adapted for GR characteristics such as
soil parameters of the different layers, dimension, type of
vegetation, etc. In this study, the dynamic of the water
content is described by two elements. The first element
describes the hydrological infiltration throughout unsatu-
rated porous media and depends on soil parameters. The
second element represents the water extracted from the
soil due to the vegetation and the weather conditions.
All these models and equations are implemented in
Hydrus-1D© software to simulate hydrological behav-

ior [Simunek et al. (2008)]. This software allows the set up
of the GR structure, boundary conditions, meteorological
data, soil and vegetation parameters in order to reproduce
the GR real configuration and can be used as a gray box
model with:

1 input: rainfall;

1 output: Volumetric Water Content VIWC;

6 soil parameters: 6, 0,., n, K, o and [;

5 meteorological variables;

4 vegetation parameters: crop height CropH, leaf
index area LAI, Albedo and root depth RootD.

The aim of this study is to improve the calibration of
this model to get closer to the behavior of the real GR.
The challenge is that some of the model parameters,
such as the soil or vegetation parameters, are complex
to determine as they are difficult to measure accurately
through experiments. All the parameter uncertainties are
propagated through the simulation of water content and
can be analysed to help the calibration. Methods of Global
Sensitivity Analysis (GSA) can be applied to quantify the
parameter uncertainty impact on the model output. These
methods are described in [Hégo et al. (2021)] and will not
be detailed here.

In this study, the effects of vegetation and soil parameters
are simultaneously analysed in order to provide informa-
tion to calibrate this new configuration of the GR model.
The uncertainties of the parameters 65, o, n, CropH, LAI
and RootD will be analysed. The other parameters are not
considered uncertain.

3. MODEL CALIBRATION

Global sensitivity analysis allows to quantify parameter
influence on the output model. The least influential param-
eters are set to their nominal values. This allows to reduce
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the number of parameters to estimate. The study can then
be focused on the most influential parameters. The idea
is to iteratively reduce the initial interval of variations
of the most influential parameters, in order to converge
to the optimal value. For this purpose, the normalized
root mean square deviation between the simulated and
measured output is used as objective function to minimize.

The proposed calibration approach can be summarized
with these steps:

1. Application of GSA with a large uncertainty interval
defined by domain experts;

2. Computation of the error between measured data
and the simulated model output generated during the
GSA;

3. Reduction of the interval according GSA results and
error analysis;

4. Exploration of parameter combinations to find the
optimal one.

GSA approach allows to obtain sensitivity index dynamics
over time and to point out influence evolution. First-order
S; and total sensitivity St, indices are represented at the
top of Figure 1. S; represents the influence of only one
parameter and S, represents the influence of a parameter
and all its interaction. It is worth noting that first-order
and total indices are not equal for the parameters o, n and
LAI. Higher-order indices are non-zero that means there
is influence of interaction between parameters. Sensitivity
indices of these three parameter interactions (second-order
S;.q) are represented at the bottom of Figure 1.

To calibrate the influential parameters «, n and LAI,
an objective function is defined. The normalized root
mean square deviation (R RM SD) is defined as the quality
criteria.

\/(Zle(ysim (t) — Yobs (t))Z) /T
Yobs — Yobs

where ysim and yops denote respectively the simulated and
observed output and t =1,...,T.

The objective is to find the parameter combinations which
minimize nRMSD during periods of interest. These pe-
riods of interest are defined following sensitivity index
dynamics and correspond to wet period (e.g. 0 to 2000 h),
drying period (e.g. 3560 to 4045 h) and when it rains dur-
ing drying periods (e.g. 2800 h). The nRM SD is computed
for each period and each model evaluation (generated for
GSA). The optimal parameter combination is presented in
red on Figure 2. The absolute error between the simulated
and measured VWC is plotted at the bottom of the figure.

nRMSD =

4. DISCUSSIONS AND PERSPECTIVES

In this paper, a calibration approach based on GSA is
applied to a GR model in order to reproduce a real con-
figuration. GSA highlights the influence of the parameter
uncertainties over time on the model output (Figure 1).
The uncertainty interval of the model parameter have been
reduced and nominal values have been proposed to repro-
duce the specific green roof configuration. The simulated
data for nominal values are close to the observed data,
however some errors are persistent (Figure 2). These dif-
ferences can be caused by several reasons. For instance, the
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Fig. 1. Sensitivity indices applied to quantify parameter
effects on VWC. At the top, total index with solid
line and first-order index with dashed line and at the
bottom, second-order index.
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Fig. 2. Comparison of the simulated (red) and measured
(black) VWC, absolute error (orange) between the
simulated and measured VWC and rainfall (blue).

assumption of constant vegetation parameters could have
impacted the simulated soil drying. The time-variations of
vegetation parameters can be investigated but raise diffi-
culties for sample generation. Moreover, these differences
can also highlight the limits of the models and Hydrus-
1D©. All green roof phenomena may not be exactly re-
producible by simulation.
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Abstract: The quality of molecular dynamics (MD) simulations critically depends on the
employed potential energy model. Accurate uncertainty quantification (UQ) of these models
could increase trust in MD simulation predictions and promote progress in the field of active
learning of neural network (NN) potentials. Bayesian methods promise reliable uncertainty
estimates, but the high computational cost of training via classical Markov Chain Monte Carlo
(MCMC) schemes has prevented their application to deep NN potentials. In this work, we
propose stochastic gradient MCMC methods as a computationally efficient option for Bayesian
UQ of MD potentials. The stochastic gradient Langevin dynamics method yields promising
results for a tabulated coarse-grained water model and could thus be a feasible approach for
NN potentials. Additionally, we illustrate the inherent limit of Bayesian UQ imposed by the

functional form of the employed model.

Keywords: Bayesian inference, Uncertainty Quantification, Molecular dynamics

1. INTRODUCTION

Molecular dynamics (MD) simulations are the computa-
tional backbone of fields such as soft-matter physics and
material science. The quality of MD simulations criti-
cally depends on the employed potential energy model
defining particle interactions. Potentials are parametrized
to match data from experiments (Thaler and Zavadlav
(2021)) or high fidelity simulations. Given that experimen-
tal data and high fidelity simulations are expensive and
only sparsely available, potentials are regularly applied
outside the training domain. Hence, uncertainty quantifi-
cation (UQ) of MD simulations is important to assess the
trustworthiness of predictions (Zavadlav et al. (2019)).
An intriguing application of UQ in MD is active learning
(Zhang et al. (2019)) of neural network (NN) potentials
(Behler and Parrinello (2007)) from density functional
theory (DFT) data. Active learning promises to minimize
the number of expensive DFT simulations by quantifying
the uncertainty of input states and iteratively augmenting
the training data set only with states for which the NN
potential is most uncertain. However, the efficiency of
active learning hinges on the quality of UQ estimates. The
common approach to UQ using NN ensembles (Hansen
and Salamon (1990)) was found to be only marginally
more informative than random selection of states (Kahle
and Zipoli (2021)). While Bayesian NNs appear to yield
more reliable uncertainty estimates, the high computa-
tional training cost of classical Markov Chain Monte Carlo
(MCMC) schemes have prevented the application to real-
world problems so far (Kahle and Zipoli (2021)).

In this work, we propose stochastic gradient MCMC meth-

ods (SG-MCMC) as a computationally efficient option for
Bayesian UQ of MD potentials. Results for a tabulated
coarse-grained (CG) model of water showcase reasonable
uncertainty predictions.

2. METHODS

Bayesian UQ is centered around Bayes’ theorem. The
aim is to compute the posterior distribution p(8|D, M)
of model parameters @ for a given data set D and model
M. MCMC is the gold-standard for approximating the
posterior, which requires at least one evaluation of the like-
lihood p(D|@, M) and the prior p(6|M) for each update
of 8. As computing the likelihood requires evaluation of
the model for each data point in D, training on large data
sets with expensive models (e.g. NN potentials) quickly
becomes infeasible. By contrast, SG-MCMC schemes eval-
uate the likelihood p(@|D, M) (and its gradient) only on

a mini-batch D C D, allowing many updates of 8 per
pass over D - analogous to stochastic gradient descent in
maximum likelihood estimation. In the simplest case of the
stochastic gradient Langevin dynamics method (Welling
and Teh (2011)), learning rates A, at step n are required to
converge to 0 such that generated samples of @ are asymp-
totically unbiased, e.g. via a polynomial step size decay
An = a(n+1)~7, with decay rate v and initial learning rate
a . Hence, the increased computational efficiency comes at
the cost of generating a biased estimate of p(6|D, M) for
a finite number of update steps.

To assess the quality of uncertainty estimates from SG-
MCMC schemes, we learn a single-site CG water model
parametrized by the control points of a cubic spline via
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Fig. 1. Mean and credible interval of the predicted radial
(RDF, a) and angular distribution function (ADF, b),
together with the atomistic ground truth.

force-matching (Noid et al. (2008)). The ground-truth data
consisting of 10° de-correlated states are obtained from
a simulation of 905 water molecules in a cubic box of
side length 3 nm with the atomistic SPC/FW (Wu et al.
(2006)) water model at a temperature 7' = 300 K. We
choose a uniform prior and assume a Gaussian likelihood
with identity covariance matrix, where the variance o2
is treated as a learnable model parameter. The spline
control points are initialized to the corresponding values
of the potential of mean force (Reith et al. (2003)) and
o to 200 kJ / (mol nm). We approximate the posterior
distribution via the stochastic gradient Langevin dynamics
method (Welling and Teh (2011)) with the polynomial
learning rate schedule (a = 1078, v = 0.33). We train
for 5 epochs with a mini-batch size of 5 and generate 1000
MCMC samples after the learning rate is reduced below
a=6-10"10

3. RESULTS

We evaluate the quality of the learned potential based
on predicted observables by reference to the atomistic
ground-truth. The mean predicted radial distribution
function (RDF) deviates from the atomistic reference (Fig.
1 a), which is in line with tabulated 2-body potentials
parametrized via maximum likelihood estimation (Scherer
and Andrienko (2018)). The deviation results from the fact
that the 2-body tabulated potential is a weak approxima-
tion to the distinct 3-body properties of water (Scherer and
Andrienko (2018)). Importantly, the credible interval con-
tains most of the ground truth RDF such that the extent
of the deviation can be anticipated by practitioners. By
contrast, the mean predicted angular distribution function
(ADF) fails to reproduce the atomistic reference, but the
narrow credible interval suggests high confidence in the

20

incorrect prediction (Fig. 1 b).

Note that this UQ failure is not caused by a sub-optimal
approximation of the true p(6|D, M) from the SG-MCMC
scheme, but rather stems from the (implicit) condition-
ing of Bayes’ theorem on the model M: By definition,
p(0)D, M) describes the posterior probability of all possi-
ble parameters 8 of M. Effects that cannot be captured by
any 6 cannot be represented in the uncertainty prediction.
In this particular example, the ADF is predominantly
determined by 3-body forces which cannot be represented
by 6 in a 2-body potential. Hence, interpretation of results
from Bayesian UQ critically depends on the employed M.

4. CONCLUSION

Our results suggest that SG-MCMC methods could pro-
mote the application of UQ in MD simulations by reducing
the computational burden of full-batch MCMC methods.
However, further studies including investigation of the
merits of more advanced SG-MCMC schemes, the number
of necessary MCMC samples for reliable UQ results, as
well as applying Bayesian UQ to highly expressive models
such as NN potentials are required before obtained uncer-
tainty estimates can be trusted in practice.
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Introduction: This paper shows that a tree-like network
with damage can be modeled as the product of a fractional-
order (FO) nominal plant and a FO multiplicative distur-
bance, which is well structured and completely character-
ized by the damage amount at each damaged component.
Such way of modeling brings insight about that damaged
network’s behavior and helps us design robust controllers
under uncertain damages and identify the damage.

We study the network in Fig. 1, motivated by a viscoelastic
model from Heymans and Bauwens (1994) and also studied
in Goodwine (2014); Leyden (2018); Mayes (2012). Con-
sidering only integer-order calculus, that system can only
be modeled by an infinite continued fraction. Existing lit-
erature, e.g., Goodwine (2014), shows that, if FO calculus
is allowed, then the undamaged version of that system is
exactly half order which has a concise representation. This
paper shows that for such a damaged network, its transfer
function can still be written in a structured way.
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Fig. 1. The tree model.

It can be shown that the transfer function G(s) from the
input force, f, to the distance between x1; and 2y, of

such model satisfies the recurrence formula given by
~ 1
G(s) = . 1
(5) = — . 1)
+

1 -~ 1 -~
:+G S T+G S
p u(s) - L(s)

Moving one generation deeper, the transfer function from
the input force to the distance between x5 ; and xjag is

* The partial support of the US NSF Award CMMI 1826079 is
gratefully acknowledged.

Z1,1

Llast

Fig. 2. An illustration about recurrence formula, Eq. (1).

C:'U(s); similarly, C:'L(s) is that between o and Zjast.
The spring constant connecting z; ; to 2, is denoted by
k, and b denotes the damper constant connecting z;; to
29,2. Fig. 2 illustrates the meaning of above elements.

We call the tree model undamaged when all spring and
all damper constants are same, that is k;, = k and
byn=>bforallg=1,2,... andn=1,2,...,297 1. For each
damage case, we assume that there is either only one spring
or only one damper having a constant different from its
corresponding undamaged value. We further assume that
the damaged spring (damper) constant kq (by) is defined
by a factor of €, i.e., kg = €k or by = €b, where € is called
the damage amount and 0 < € < 1.

As shown in Goodwine (2014) and as is well-known, for the
undamaged case, the transfer function from the input force
f(t) to the relative distance between x1 1(t) and @as; (t) for
the undamaged tree is given by

_ X1,1(8) = Xiast(s) 1
Gools) = F(s) = Vkbs (2)

Eq. (1) can be viewed as a mapping from (Gy (s), G1(s))

to G(s), which builds up the tree generation by generation
regardless of whether the model is undamaged or damaged.

The existing literature outlined above shows that the
undamaged tree’s transfer function Go(s) in Eq. (2)
can be obtained by replacing (G(s), Gu(s), Gr(s), k, b)
with (Goo($8), Goo(5), Goo(s), k, b) in Eq. (1), i.e., the
undamaged transfer function between x1,; and i, is the
same as the one between x5 1 and a4, and also the one
between 229 and Tiag.

In a similar manner and using self-similarity, every damage
case can also be computed by using Eq. (1) repeatedly.
However, repeatedly applying the above process will result
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Fig. 3. Half-order ZP locus when the damage occurs at the
first generation and € € [0,1]. When e = 1, all half-
order ZP are at —y/k/b. (For this plot, k = 2 and
b= 1) Left: | = kl,l- nght = b171.

in a very complicated transfer function. In fact, both
transfer functions Gy (s) and G,(s) have the same formula
as Eq. (1) due to the self-similarity. Therefore, with
integer-order calculus, the transfer function for the entire
tree is a complicated infinite continued fraction.

Main Result: The main result of this work is that the
damaged tree’s transfer function can be written as
Gi(s) = Goo(s) Ai(s),
where the disturbance A;(s) is well structured and can
be determined completely by the damage amount € of a
damaged component [. Those two features are the key
points which make such way of modeling useful in different
applications. See Ni (2021) for a complete analysis.

Claim: For each damage case outlined above, its damaged
transfer function G;(s) from the input force to the relative
distance between x1,; and 1,5t can be modeled as a FO
nominal plant with a FO multiplicative disturbance,

Gi(s) = Goo(s) Ai(s), ®3)
where G (s) is the undamaged transfer function defined
by Eq. (2). Moreover, A(s) is structured as

2 1

_N(s) _TLLi(s7 +2) )
H?il(s Py P;)

where g denotes the g-th generation at which the damaged

component [ locates, and —z; and —p; are called as half-

order zeros and poles. In addition, z; is fixed at /k/b
regardless of the damage location or amount €.

Claim: A;(s) Depends on € only at each [.

When the damage happens at the first generation, the
relation between A;(s) and e can be expressed in closed-
form. Fig. 3 shows the locus for those half-order zeros and
poles when the damage happens at the first generation,
and when the damage amount ¢ varies from 1 (no damage)
to 0 (complete damage).

For all the other damage locations deeper into the network
than the first generation, the relation between A;(s) and
€ cannot be easily expressed in a closed form. However,we
can still obtain those locus by using a nonlinear equation
solver. Fig. 4 shows the locus for those half-order zeros and
poles, which are built up numerically, when the damage
happens at the second generation with damage € € [0, 1].

Since it is possible to get this kind of locus for each
damaged component, A;(s) clearly has only one degree
of freedom, namely ¢, at each damaged component [. That
is, as long as either one pole or one zero (other than —z;
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Fig. 4. Half-order ZP locus when the damage occurs at the
second generation, and € € [1,0]. When e = 1, all half-
order zeros and poles are at —+/k/b. (For this plot,
k =2 and b = 1.) Upper left: | = k1. Upper right:
I = ka9. Lower left: [ = by ;. Lower right: [ = by 9.

which always stays at —+/k/b) is known, all the other
zeros and poles can be determined through e, thus A;(s)
is determined thereby.

Utility of These Results: Because the disturbance
A;(s) is completely determined by the damage amount e
of a damaged component [, we can use the above result
to identify a damage tree network’s damage amount e.
Specifically, we can formulate that damage identification
problem as an optimization problem. For instance, when
a damage occurs at ko 1, given a frequency domain mea-
surement Ay, (s), we can identify its damage amount e
by solving the following optimization problem,

. 1Ak, , (5) = Dy, (3)]
min : :

) ([ Ak, (sl

4 1
Hj:1(32 + 2;)

1 1
Hj:l (s2 +pj)
and z; = z;(€), p; = pj(e) for all j = 1,...,4. The
functions z;(e) and p;(€) are already known by fitting the
ZP locus as shown in Fig. 4. We have successfully identified

the damage amount € by using fmincon() to solve the
above optimization problem.

Ekzl (5) =

where

Applications:

(1) Providing insights about how damage affects the
network.

(2) Robust control.

(3) Identification of samage for a damaged network.
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1. INTRODUCTION

In industrialized countries, cardiovascular diseases are the
primary cause of mortality and morbidity. Due to the
complex multiphysics nature of cardiovascular function,
the optimal treatment remains challenging. In the recent
years, personalized computer models of electrophysiology
(EP) became an important tool to predict intervention
outcomes or to improve therapy stratification and plan-
ning. Problems of cardiac electromechanics (EM) are even
more challenging. Beside the deformation of the heart,
also the bi-directional interaction with the systemic and
pulmonary vascular system plays a major role in EM simu-
lations. A fully coupled fluid-structure interaction problem
would yield the most detailed insights but is computation-
ally expensive. Simpler lumped models of the circulatory
system are able to predict physiological behaviors at a
much lower computational cost. In this work, we discuss
the coupling of a 3D bi-ventricular model with the closed-
loop 0D ClircAdapt model and we show its ability to pre-
dict physiological behaviors under experimental standard
protocols.

2. METHODS

Fig. 1. (A) Bi-ventricular model setup and (B) activation
sequence induced by five fasciles used for EP.

2.1 3D FElectromechanical PDE Model

The tissue is modeled as a nearly incompressible, hypere-
lastic, orthotropic material with a nonlinear stress-strain
relation using Cauchy’s equation of motion

poi—V-FS(u)=0 in Qx(0,7) (1)

* The project received funding fom the European Union’s Horizon
2020 research and innovation programme and the Austrian Science
Fund (FWF).

for a final time T" > 0, where F' denotes the deformation
gradient, S is the second Piola-Kirchhoff stress tensor, pg
is the tissue density and 2y denotes the reference configu-
ration. Normal stress boundary conditions are applied at
the endocardium

FSu)N=-—pJF "N on Toeao x (0,7)  (2)

with pressure p, outer normal vector IN of the reference
enodicardial surface I'g ¢ndo and the Jacobian determinant
J = detF. Appropriate spring type boundary conditions
are imposed at the remaining boundary of the geometry,
see Fig. 1(A).

Passive and active tissue properties are simulated by
decomposing the total stress S into a passive S, and active
S, part, i.e. S = S, + S,. The passive stress is modeled
by the constitutive equation

aY(C)
aC

S, =2

with the right Cauchy-Green strain tensor C = FTF and
the strain-energy function ¥ which is given by

(C) = 5(log J)" + 5 (exp(Q) — 1). (3)

The first term in (3) penalizes local volume changes scaled
by the bulk modulus £ > 0kPa and the second term
models a Fung-type material with a scaling factor a > 0
and Q according to Usyk et al. (2000).

Active stress S, is assumed to be orthotropic with full
contractile force along myocyte fiber direction fy plus 40 %
contractile force in sheet direction sq, i.e.

S, = Sa(fo . Cfo)_lfo ®fy+0.4 Sa(So . CSo)_lsQ ® so

with a simplified phenomenological length dependent ac-
tive stress transient S, see Niederer et al. (2011).

The EP, which serves as a trigger for the active stress
generation, was modeled by a recently developed reaction-
Eikonal approach which combines a standard reaction-
diffusion model based on the monodomain equation with
an Eikonal model, see Neic et al. (2017).

2.2 0D CircAdapt ODE Model

The CircAdapt model, see Arts et al. (2005), is a lumped
0D model enabling real-time simulations of the entire
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cardiovascular system by concatenating modules (tubes,
valves, chambers, ...) yielding a system of 26 ordinary
differential equations. A detailed description of the model
and the underlying equations can be found in Augustin
et al. (2021).

2.3 0D-3D Coupling and Numerical Framework

To couple the ODE with the PDE model, the 0D cavities
in the CircAdapt model are replaced by the 3D models
discussed in Sec. 2.1. Furthermore, the pressure p within
the cavities is introduced as an additional unknown and
a supplementary equation enforcing the equality of the
cavity volume is added in order to close the formulation.
The resulting nonlinear saddle point problem reads

K(u,t) +G(p,t) =0 A
VPDE(u, t) _ VODE(p, t) =0 ( )

where VFPPE ig the cavity volume of the PDE model, VOPE
is the cavity volume predicted by the CircAdapt model and
K and G are operators realizing (1) and (2), respectively.

The saddle point problem (4) is linearized by applying a
Newton scheme and solved within the Cardiac Arrhythmia
Research Package (CARP) framework, see Vigmond et al.
(2008), using a finite element approach.

3. RESULTS

To demonstrate the predictive power of the coupled model,
physiological experiments such as altering loading condi-
tions and contractility are performed with a bi-ventricular
PDE model. Therefore, 20 heart beats with tuned model
parameters are simulated to arrive a stable limit cycle
which matches measured baseline conditions. The response
of the model to changes in (A) systemic afterload, (B)
left aterial preload and (C) left ventricular contractility
are probed by changing (A) the systemic resistance, (B)
the cross sectional area of the pulmonary vein and (C)
the peak active stress, respectively. The response of the
coupled model on the pressure-volume diagram is depicted
in Fig. 2 (acute response) and Fig. 3 (limit cycle response).

Volume (ml) Volume (ml) Volume (ml)

(A)

Pressure (mmHg)

20 40 60 20 40 60 80 40 60

Fig. 2. Acute response to changes in (A) afterload, (B)
preload and (C) contractility.

4. DISCUSSION

The coupled model is capable to reproduce the expected
physiological behaviors in the left ventricular pressure-
volume diagram, see Fig. 2 and Fig. 3. Altering afterload
is reflected in pivoting the slope of the arterial elastance
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afterlos . preload 1 ity )
B preload 4

Pressure (mmHg)

20 40 60 20 40 60 80 40 60

Fig. 3. Limit cycle response to changes in (A) afterload,
(B) preload and (C) contractility.

curve E,. Only marginal affects are observed in the acute
case, Fig. 2(A), but significant changes are witnessed after
stabilization to a limit cycle, Fig. 3(A). Changing preload
conditions increased/decreased the stroke volume (SV) of
the left ventricle due to the Frank-Starling mechanism
and shifted E, according to the changed end-diastolic
volume. The slope of the end-systolic pressure volume
relation Fos remains the same as under baseline conditions,
see Fig. 2(B) and Fig. 3(B). Altering contractility in-
creased/decreased the SV and E (sampled by perturbing
afterload) is steepened/flattened as expected. In the acute
response, Fig. 2(C), E, was affected but after stabilization
E, was the same for all states, see Fig. 3(C).
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1. INTRODUCTION AND MOTIVATION

The automotive industry is currently undergoing major
changes. While mobility concepts and drive technologies
change, vehicle safety remains of utmost importance and
enables new mobility concepts. Currently, the field of ve-
hicle safety systems can be divided into active and passive
systems. Within this definition, active systems prevent a
crash while passive systems mitigate crash consequences
for the occupants. Each system has its intrinsic operat-
ing time, activation logic, and principle of action. With
the constantly increasing development of enhanced sensor
technology for the vehicle’s interior and exterior, this can
be used for predictive safety strategies Grotz et al. (2021).
In addition to improved data availability and increased
interconnection between former separated systems, this
promises holistically coordinating all safety systems. This
approach targets an improved scenario-based occupant
protection. To bring vehicle safety from trigger-based acti-
vation of individual components and actuators to holistic
and comprehensible safety decision-making, a mathemati-
cal description of the environment is the crucial first step
to begin with the interdisciplinary modeling, simulation
and optimization cycle.

In the following, a base scenario is shown and in Section 2
the novel approach of mathematically formulating a driv-
ing scenario, from an occupant perspective, as a bipartite
graph is presented.

In Fig. 1 the driving scenario is depicted, labelling the
vehicle under consideration (ego vehicle) in green. The
other road users and potential accident opponents, referred
to as bullets hereinafter, in black. Figure 1(a), describes
an uncritical driving scene on a two-lane road. Only one
passenger, the driver, occupies the the vehicle. If the car
ahead decelerates, ideally detectable via the taillights, the
ego vehicle needs to react and has different options. If the
time-to-collision (TTC) is greater than the time-to-brake
(TTB), it is still possible to stop before a collision occurs.
However, if the TTC is smaller than the TTB, or if a
rear-end collision with a following vehicle (Bs) should be
avoided, a front collision will occur. Since the left lane is
blocked (B3) and there is also an obstacle (O) on the right
side, an evasive maneuver influences the safety strategy.

In the presented scenario, the driver is leaning slightly to
the front left, as depicted in Fig. 1(b), i.e. the driver is
adjusting something on his mirror.

Emergency braking followed by a collision may not be the
ideal safety strategy, as the belt does not well couple the
occupant to the vehicle’s deceleration, hence the perfor-
mance of the airbag is reduced. Since the passenger seat
is not occupied, a collision on the passenger’s right side of
the vehicle, as shown in Fig. 1(c), would help to make the
impact less critical for the occupant by better exploiting
the safety potential of the airbag as the driver is slightly
moved towards the center during the impact.

(a)

(b)

(©)

Fig. 1: Driving scenarios (a)-(c) with ego vehicle (green)
and bullet vehicles (black).

This presented scenario shows how challenging it is to find
the optimized safety strategy which maximizes the benefits
of available safety systems for occupant protection. The
task becomes even more difficult when considering multi-
ple occupants, the driver’s attention status, possible occlu-
sions in the environment, the lack of sensor information,
scenario states such as the TTC or the safety parameters
of the passive safety devices, e.g. seatbelt pretensioner
trigger.
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Fig. 2: Branch of a bipartite graph representing a driving scenario with measured inputs (grey) and uncertainties (red).

2. MODELING

In order to later decide on a safety strategy for the occu-
pant online, calculations has to be simplified. Thus sur-
rogate models need to be derived for some state relation-
ships. The overall model must be able to combine physical
models with data-driven models and expert knowledge and
allow for the implementation of uncertainties and probabil-
ities. The following description is limited to a mathemati-
cal framework without describing the entire mathematical
modeling, which is not the scope of the presented work.

A bipartite graph is used to represent the relationships
of the variables and to meet the needs of the model.
This approach is presented in Gienger (2021) for process
monitoring and fault detection. Figure 2 shows a branch
of the overall model. As a bipartite graph, it represents
how the TTC can be inferred from sensor data of the
environment and the ego vehicle.

The vertices of the graph G = (V,U) can be split in
two groups, where V represents the variable nodes (cir-
cles) and U represents factor nodes (rectangles), such
that every edge conntects between these groups. Vari-
able nodes consist of observable nodes {yruT, Yenv,
Yb,{sig,wL,wT}> Ue{a,¢}) and latent variables {Sen,, TTC,
Bitype,sig,ev,eqm,path,vL,wT}> Epath } Which are unknown and
correspond to the states of the system. The red vari-
able nodes describe the sensor uncertainties fs and the
process uncertainties f;, resulting from inaccurate sens-
ing and errors in the mathematical model. The factor
nodes &i,.. 15 represent the functional dependencies be-
tween adjacent variable nodes. This representation of the
system dynamics helps to understand the system structure
and sets the basis for later implementation. The mea-
sured inputs yrur € {car, pedestrian, truck, etc.} which
describe the road user type under observation, and yeny €
{crossing, left/right lane, turn, etc.} describe the current
environment give information about which maneuvers
the observed bullet may potentially execute. The derived
states Biype and Scn, contain the probabilities of the
measured inputs. Combined with some evidence yy sig €
{[0,1]; [0, 1]} representing the status of the turning signals
of the bullet, yy, .1, and yp 1 representing the measured
lateral and tangential velocity of the bullet and their states
including the uncertainties Bjgg o101}, an equation of
motion Bgqm for the most likely maneuver is selected.
The evaluation of the selected equation Beqm with the
measured velocities results in a predicted path Bpagn. This
procedure is similar to the approach presented by Schreier
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et al. (2016). For the ego vehicle and its input states e q,
describing the acceleration, and u. 4, describing the steer-
ing angle, a graph is defined leading to a predicted ego
path Epacn. This branch is omitted in Fig. 2 for better
readability. Given the two paths, the TTC is calculated
with a process uncertainty f,. So in this branch of the
bipartite graph a TTC is derived from both a probabilistic
model to assume a maneuver of the bullet and a physical
model in forms of the equation of motion.

3. CONCLUSION AND OUTLOOK

The interconnection between active and passive safety sys-
tems in different driving scenarios can offer enormous ben-
efits for the occupant’s safety. A mathematical description
of the traffic environment is mandatory to decide model-
based when and which system should intervene. In this
work, an approach was presented how a complex traffic
scenario can be described mathematically and how the
relationships of different variables can be represented. The
representation as a bipartite graph can combine different
modeling approaches, including probabilities and uncer-
tainties and attaching a decision tree as in Bungartz et al.
(2013) Ch. 3-4. This leads to the goal of finding a holistic
safety strategy that helps to optimally utilize the safety
potentials of the individual components. In further inves-
tigations, the branches of the graph will be extended and
different modeling approaches will be used and tested in a
simulation environment. For state dependencies that either
cannot be physically described or can only be calculated
with great computational effort naturalistic driving- and
crash databases like, e.g. the AMP or GIDAS will be used.
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Abstract: We propose a non-intrusive method, based on Artificial Neural Networks (ANNs),
that builds reduced-order models (ROMs) approximating the dynamics of 3D cardiac elec-
tromechanics. Our Machine Learning method allows for real-time numerical simulations of the
cardiac function, accounting for the dependence on a set of parameters associated with the
full-order model (FOM) to be surrogated. The ANN-based ROM is trained from a collection
of pressure-volume transients obtained through the FOM and it can then be coupled with
hemodynamic models for the blood circulation external to the heart, in the same manner
as the original electromechanical model, but at a dramatically lower computational cost. We
demonstrate the effectiveness of the proposed method in two relevant contexts in cardiac
modeling. First, we employ the ANN-based ROM to perform a global sensitivity analysis on both
the electromechanical and hemodynamic models. Second, we perform a Bayesian estimation of
two parameters starting from noisy measurements of two scalar outputs. In both these cases,
replacing the FOM of cardiac electromechanics with the ANN-based ROM makes it possible
to perform in a few hours of computational time the numerical simulations that would be
unaffordable if carried out with the FOM, because of their overwhelming computational cost.

Keywords: Cardiac Electromechanics, Machine Learning, Reduced Order Modeling, Global
Sensitivity Analysis, Bayesian Parameter Estimation

1. INTRODUCTION

The clinical exploitation of cardiac numerical simulations
is seriously hampered by their overwhelming computa-
tional cost (several hours of computational time even
on supercomputer platforms, see e.g. Quarteroni et al.
(2019)). A promising approach to address this issue is to
replace the computationally expensive cardiac electrome-
chanical model, say the full-order model (FOM), with a
reduced version of it, the reduced-order model (ROM), to
be called any time new parameters come in. The ROM is
built from a database of numerical simulations obtained
by solving the FOM.

Recently, this framework has been applied in the context
of cardiac modeling, primarily by using Machine Learning
algorithms, including Gaussian Process emulators (GPEs)
and Artificial Neural Networks (ANNs) (see e.g. Dabiri
et al. (2019); Longobardi et al. (2020)). These emulators
are trained to fit the map that links the model parameters
with a set of scalar outputs of interest, known as quan-
tities of interest (Qols), which are clinically meaningful
biomarkers.

* This project has received funding from the European Research
Council (ERC) under the European Union’s Horizon 2020 research
and innovation programme (grant agreement No 740132, iHEART -
An Integrated Heart Model for the simulation of the cardiac function,
P.I. Prof. A. Quarteroni).

2. METHODS

We propose a Machine Learning method to build a ROM
of cardiac electromechanical models, which differs in many
respects from existing approaches. We rely on the ANN-
based method that we proposed in Regazzoni et al. (2019),
which can learn a time-dependent differential equation
from a collection of input-output pairs. In contrast to
existing approaches, we only surrogate the time-dependent
pressure-volume relationship of a cardiac chamber, while
we do not reduce the model describing external circulation
(see Fig. 1). The latter is indeed either a low dimensional
0D windkessel or closed-loop circulation model comprised
of a few state variables (up to two dozens), which does
not require further reduction. Unlike emulators, for which
the online phase consists in evaluations of the map linking
model parameters to Qols, with our approach the online
phase consists instead in numerical simulations, in which
the ANN-based ROM of the electromechanical model
is coupled with the circulation model, at a very low
computational cost.

Our ANN-based ROM consists of a system of Ordinary
Differential Equations (ODEs), whose right-hand side is
represented by an ANN. The inputs of the ANN are
(1) the state variables of the ROM, whose dimension is
one of the hyper-parameters of the model; (2) the blood
pressure at the current time, that is an input for the
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Fig. 1. The training data are generated by sampling the parameter space and by solving the electromechanical model
M3p, coupled with the circulation model C, for each parameter instance. Then, once the ANN-based ROM (M ann)
has been trained, it can be coupled to the model C, thus surrogating the Msp model.

FOM; (3) the parameters of the FOM (e.g. fiber direction,
electrical conductivities, active contractility, stiffness of
the myocardium); (4) the coordinates of a point that moves
on a unitary circumference with the same frequency of the
heartbeat, in order to take into account the periodicity
of the FOM. The output of the ANN consists instead in
the time-derivative of the state variables. By numerically
solving this system of ODEs, it is possible to simulate the
cardiac dynamics described by the ROM. To train the
weights and the biases of the ANN associated with the
ROM, we use the Machine Learning algorithm proposed
in Regazzoni et al. (2019) by exploiting the open-source
library accompanying the manuscript itself.

3. RESULTS

We present two test cases in which we employ the ANN-
based ROM. We carry out a global sensitivity analysis to
assess the influence of the parameters of the electrome-
chanical and hemodynamic models on a list of outputs of
clinical interest. Then, we perform a Bayesian estimation
of a couple of parameters (belonging to the electromechan-
ical and hemodynamic models, respectively), starting from
the noisy measurement of a couple of scalar quantities
(namely maximum and minimum arterial pressure). In
both the cases, performing through the FOM the large
number of numerical simulations that are needed would
not have been possible, due to their high computational
cost (it would in fact have taken tens of years on a
supercomputer platform). Replacing the FOM with its
ANN-based surrogate allowed us to obtain the results in
a few hours of computation. By taking into account that
the generation of the numerical simulations contained in
the training set required less than 7 days on the same
computational platform, our ANN-based ROM allowed us
to reduce the total computational time by more than 3’000
times.

28

4. CONCLUSIONS

We presented a Machine Learning algorithm to build
ANN-based ROMs of cardiac electromechanical models.
Our algorithm is capable of learning, on the basis of
pressure and volume transients generated with the FOM,
a system of differential equations that approximate the
dynamics of the cardiac chamber to be surrogated. This
differential equation, linking pressure and volume of a car-
diac chamber, is coupled with lumped-parameter models
of cardiac hemodynamics, thus allowing for the simulation
of the cardiac function at a dramatically reduced computa-
tional cost with respect to the original FOM. As a matter
of fact, our ROM permits to perform numerical simula-
tions in real-time. Moreover, thanks to its non-intrusive
nature, the proposed algorithm can be easily applied to
other electromechanical models besides the one considered
in this work.
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1. INTRODUCTION

Recently, data-driven system identification using sparse re-
gression with L; regularisation solved the problem to iden-
tify simultaneously functional structure and the related
parameter estimates [Brunton et al. (2016)]. Based on this
open-loop framework, the objectives of this paper are to
theoretically examine the performance of the data-driven
nonlinear system identification using a sequential thresh-
old least-squares (STLSQ) algorithm based on sparse re-
gression with L; regularisation for closed-loop processes.
Additionally, the effect of normalisation on the proposed
method is discussed. In order to evaluate the method, a
CSTR model with a PI controller to control the reactor
temperature is chosen as benchmark system and the model
is identified using the proposed framework. Finally, the
validation of the proposed method using simulation results
are presented.

2. SPARSE IDENTIFICATION OF NONLINEAR
DYNAMICS

The sparse identification framework seeks to identify dy-
namic systems in the form of

DD — fav), #lio) = 0 1)

describing the temporal behaviour of the state vector
z(t) € R™. Data-driven system identification consists of
the identification of nonlinear candidates using the prop-
erties of dictionary learning and regularisation [Brunton
et al. (2016)]. The resulting regression problem can be
written as:

min[|©(X) - Z = Xll2 + A+ 2] 2)

where the output of the regression is the matrix = €
RO di)xn i — 1 2 .. H, which contains the model coef-
ficients for each candidate function from the dictionary
function O(X) fit to the data matrix X € R™*™ and
its derivative obtained from the process X € R™*",
A € R denotes the regularisation parameter. In order
to improve the optimisation performance, [Brunton et al.
(2016), Wang et al. (2011)] recommend the normalisation
of the dictionary function. The idea can be transferred
to a closed-loop identification by adding a manipulated

variable into the regression problem. Reformulating the
regression problem in an augmented state-space form can
account for PI controllers commonly used in practical
applications. The resulting state-space form is

dzr

o= al@) + Ky (w—y) + K-z, ®)
Loy, (4)
v )

where x € R is a single state, y € R is the system output,
w € R is the reference value to which the system should
be controlled, z € R is the auxiliary state and K, € R and
K; € R are, respectively, the proportional and integral
gains.

3. SIMULATION AND RESULTS

In order to evaluate the performance of the proposed solu-
tion in a continuous time environment, a CSTR model was
used. The state-space model consists of the mass balance,
the energy balance and the PI controller structure. The
nonlinear part of the model is represented by the reaction
kinetics containing the Arrhenius equation. The model
parameters are given in Table 1 and the model is

dc
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-~ . (