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Abstract. This paper presents an overview of an analysis method based on Self-Organizing Maps
(SOM) which was applied to an activated sludge treatment process of the paper and pulp mill. The
aim of the study was to determine whether the neural network modelling method could be a useful
and  time-saving  way  to  analyze  this  kind  of  process  data  and  to  investigate  process  states.  The
used analysis procedure went as follows. At first, the process data is modelled using the SOM al-
gorithm. Next, the reference vectors of the map were classified by K-means algorithm into four
clusters, which represented different states of the process. At the final stage, the center vectors of
the clusters were used for subtraction analysis to indicate differences between different process
states. The results show that the method presented is an efficient way to analyze activated sludge
process states and it could lead to better process control.

1 Introduction
Today, environmental regulations set challenges for controlling industrial emissions. Although the emission
levels are nowadays low compared to the 1970´s for example, the continuing increase in industrial production
makes it more and more important to use the best available technologies so that emissions can be minimized. In
the area of industrial wastewater treatment the need to reduce emissions is further emphasized by the European
Union directive 91/271 (Urban Wastewater Treatment-directive) that requires reductions in nitrogen loads from
waste water to recipient water bodies.

Archived process data can be used for the optimization of the process and the classification of the process states.
Many studies have shown the importance of data-based modelling methods such as neural networks in the field
of industrial processes [1, 2]. In this study we have constructed a self-organising map to optimizing an active
sludge wastewater treatment process of an industrial pulp and paper mill.

2 Background and Methodology
Process. The UPM-Kymmene Wisaforest production site at Pietarsaari consists of a pulp mill, paper factory and
a sawmill. These units use about 4.5 million m3 of wood annually, and employ 650 persons. The annual produc-
tion capacities of the Wisaforest pulp mill, paper factory and sawmill are 800 000 tons, 195 000 tons and 200
000 m3, respectively. The wastewater streams of all units are handled in a single activated sludge wastewater
treatment  plant  (WWTP).  This  unit  treats  an  average  of  86  000  m3/day of waste water in a typical activated
sludge process consisting of: (1) pre-sedimentation and equilibration, (2) aeration and (3) secondary clarifying
(Figure 1).

Figure 1. A simplified diagram of the activated sludge treatment process with three main stages; 1) pre-
sedimentation, 2) aeration and 3) secondary sedimentation.
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Data. The raw data (on-line data and laboratory measurements) was extracted from the databases of the pulp
mill. The selection of variables that were used in the analysis was made by a process expert. The complete data
set contained values of 29 variables for 4 years with one day resolution. The variables that were used in the mod-
elling are presented in Table 1.

Variable Unit
1 Temperature,  raw water C°
2 Flow m3/d
3 Solids, influent g/m3

4 pH, influent
5 Conductivity, influent mS/m
6 Temperature, influent C°
7 COD (Chemical Oxygen Demand), influent g/m3

8 BOD (Biological Oxygen Demand), influent g/m3

9 TOC, influent g/m3

10 N (nitrogen), influent g/m3

11 P (phosphorus), influent g/m3

12 Sludgeload, influent kg BOD/kg MLSS/d
13 N:BOD, influent %
14 P:BOD, influent %
15 Sludge age d
16 Sludge Settling ml/l
17 SVI (Sludge Volume Index) ml/g
18 DSVI (Diluted Sludge Volume Index) ml/g
19 Solids, after aeration g/m3

20 Oxygen, in aeration g/m3

21 Ash, after aeration g/m3

22 Sludge blanket, secondary clarifier %
23 Solids, effluent g/m3

24 pH, effluent
25 COD, effluent g/m3

26 N, effluent g/m3

27 P, effluent g/m3

28 BOD, effluent g/m3

29 TOC (Total Organic Carbon),  effluent g/m3

Table 1. Variables used for modelling.

Pre-processing the data. Two types of missing data were observed in the on-line and laboratory measurement
sets. In the on-line measurement set the missing data had been caused by measurement errors and measurement
equipment malfunctions. In the laboratory measurement set the missing data had been caused by low sampling
frequencies. The eventual imputation of missing data was then achieved using simple LI-algorithm, which fills
the gaps in a table by drawing a straight line between two neighbouring values and returning the appropriate
value(s) along that line.

Despite a large pre-sedimentation pool and an equalization basin, rapid changes in the quality of effluent may
occur if there are unexpected equipment malfunctions. The large volume in the sludge treatment process buffers
the activated sludge, however, and thus the quality of the activated sludge changes slowly. In addition, there is
always some noise in the accuracy of the data caused by sampling and laboratory measurements. For these rea-
sons, the variables were filtered by a moving average filter. The window size used was ten days.

Self-Organizing Map. Self-Organizing Map (SOM) is a well-known unsupervised learning algorithm [3]. SOM
can transform an n-dimensional input vector into a one- or two-dimensional discrete map. The input vectors,
which have common features, are projected to the same area of the map e.g. (in this case described as “neu-
rons”). Each neuron is associated with an n-dimensional reference vector, which provides a link between the
output and input spaces. This lattice type of an array of neurons, which is called the map, can be illustrated as a
rectangular, hexagonal, or even irregular organization. Nevertheless, the hexagonal organization is used most
often, as it best presents the connections between the neighbouring neurons. The size of the map, as defined by
the number of neurons, can be varied depending on the application; the more neurons, the more details appear.
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At first, random values for the initial reference vectors are sampled from an even distribution, whereby the limits
are determined by the input data. During learning, the input data vector is mapped onto a particular neuron based
on the minimal n-dimensional distance between the input vector and the reference vectors of the neurons (Best
Matching Unit, BMU). Then the reference vectors of the activated neurons are updated. When the trained map is
applied, the best matching neurons are calculated using these reference vectors. In this unsupervised methodol-
ogy, the SOM can be constructed without previous a priori knowledge [3].

In this study, the SOM had 144 neurons in a 12x12 hexagonal arrangement. All input values were variances
scaled. The linear initialization and batch training algorithms were used in training the map. A Gaussian function
was used as the neighbourhood function. The map was taught with 100 epochs and the initial neighbourhood had
the value of 6. The SOM Toolbox program (v. 2.0 beta) was used in the analysis under a Matlab-software plat-
form (Mathworks, Natick, MA, USA).

Clustering method. In this paper, the K-means algorithm was applied to the clustering reference vectors of the
map. The K-means method is a well-known non-hierarchical cluster algorithm [4]. The basic version begins by
randomly picking K cluster center, assigning each point to the cluster whose mean is closest in a Euclidean-
distance, and then computing the mean vectors of the points assigned to each cluster, and using these as new
center in an iterative approach.

Subtraction analysis of reference vectors. Each reference vector, which represents the common features of the
data in each neuron, is defined during the training of the map. In the subtraction analysis, the reference vectors of
two neurons are subtracted from each other. This method can be used for identification of any differences in
factors between corresponding subgroups of two neurons or clusters. In the case of identifying differences of
clusters, the center vector of the clusters which are solved by K-means algorithm, can be used for the subtraction.

3 Results
The SOM was obtained by training a self-organizing network with the data of an activated sludge treatment
process. Component planes of the SOM model are shown in Figure 2. Four clusters, calculated by the K-means
method, are shown in the clustered map (Figure 3). The center vectors of each cluster, illustrated by the bar
graphs in Figure 3, show the features of the clusters.

Subtraction analysis of the vectors of the center of clusters revealed differences in process factors between clus-
ters. In Figure 4 is an illustrated subtraction between clusters 1 and 3.

Figure 2. Component planes of the SOM model. Values of the reference vectors are variance scaled.
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Figure 3. SOM using the data of activated sludge treatment process showing the number of the hits on the size
of the depicted neuron. The background colours show the four main clusters of the map. The bar graphs repre-
sent the reference vectors related to four clusters.

Figure 4. The bar graph represents the difference between center vector of cluster 1 and the center vector of
cluster 3. The reference vectors of the clusters are subtracted from each other (the values are variance scaled).
The most remarkable differences are shown in the figure.

4 Discussion
The aim of the study was to apply Self-Organizing Maps (SOM) for optimizing the active sludge wastewater
treatment process of an industrial pulp and paper mill. The SOM described in this study was trained using a four-
year data set of the activated sludge process. The SOM was clustered according to the reference vectors by using
the K-means algorithm. The map and the clusters with short descriptions are illustrated in Figure 5.

1 Cluster  1  is  prevailing  in  the  summertime when the  organic  load  of  influent  is  lower  than  average.  In
addition, in this cluster the sludge settling properties are good and emissions to receiving waterways are
low.
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1 Cluster  2  represents  periods  when the  whole  process  has  either  been shut  down,  or  it  has  been out  of
control (abnormal situations).  This process state will not be considered from the point of view of opti-
mization.

1 Cluster 3 is common in the wintertime, when the organic load of influent is high. The sludge settling ve-
locity is varying and the concentration of solids in aeration is high.

1 Cluster 4 represents a process state, where the process is somewhat unstable. Filamentous sludge is of-
ten encountered, and the problems associated with it like bulking and foaming may cause higher emis-
sion levels than normal in the effluent. Cluster 4 is prevalent in wintertime, i.e. the process seems to be
more difficult to control in the winter. Here also high sludge age is often encountered.

If we compare cluster 1 and cluster 3 by subtraction analysis (Figure 4), we see that the factors representing
sludge settling properties, i.e. settling (variable 16) and SVI (Sludge Volume Index, variable 17) are better in
cluster 3 than in cluster 1. Also values of COD, BOD and TOC are lower in cluster 3 than in cluster 1. These
clusters differ also in respect to temperature and time of year. High temperature may be the reason for poor
sludge settleability, but also one of many influencing factors. For example it is known, that the composition of
wood is different in wood harvested in winter compared to wood harvested in summer [5]. Both the equilibrium
moisture content and (Brinell) hardness of wood differ. Wood felled in winter has also been found to have a
higher density [6] and to contain more fatty- and resin acids than wood felled in summer [7, 8]. The effect of
these varying wood properties and resulting seasonal variations in active sludge process influent from a pulp and
paper mill has not been studied extensively.

Figure 5. SOM is clustered for four clusters. Short descriptions for each cluster are also shown.

5 Conclusions
Because of the growing need for optimizing industrial processes due to, for example, environmental regulations
of process, developing new methods for process analysis is very important. The results presented in this paper
show that the applied SOM-based neural network method is an efficient and fruitful way to model data acquired
from the activated sludge treatment process. By means of this data-driven modelling method, some new findings
were discovered concerning the dependencies between the process parameters.
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