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Abstract. This paper describes work involving the further development and refinement of a 
mathematical model of an unmanned underwater vehicle (UUV), together with the development of 
an associated real-time multi-rate simulation that includes both high-speed power electronic sub-
systems and slower components. The chosen vehicle uses a battery as its energy source and this 
feeds an a.c. motor drive through a d.c. to a.c. converter. The drive powers the vessel which is 
modelled as a six-degree of freedom vehicle with control surfaces. Tests carried out indicate that a 
careful choice of frame rates can increase the speed of solution by factors of several hundred over 
solution times when the shortest frame rate is used throughout. These multi-rate solutions were 
executed faster than real time on a typical laptop even when using 3-D graphical output for visu-
alisation of vehicle motion. The conclusions of the paper are that the modelling and simulation of 
the UUV has provided a useful test-bed for ideas on multi-rate simulation and has demonstrated 
that multi-rate real-time simulation is feasible and useful for an application of this kind that in-
cludes very fast power electronic subsystems and relatively slow systems such as the vehicle and 
battery. 

1 Introduction 
A propulsion system for an unmanned underwater vehicle (UUV) involving an electrical drive system presents 
many interesting design challenges and involves electronic, electrical, mechanical, thermal and fluid dynamic 
sub-systems. As with any other complex system, analysis of the behaviour of a system of this kind can be greatly 
facilitated by the use of computer simulation techniques. However, in applications of this kind, simulation-based 
investigations of the complete system can be computationally very demanding and investigations involving 
multi-run optimisation studies or real-time simulation can present difficulties. 

The conventional approach to simulation of a system of this kind involves the use of a single integration algo-
rithm for all the sub-systems, using an integration step length small enough to produce results with acceptable 
accuracy for the subsystems with the greatest bandwidth and highest switching frequency. However, the step size 
chosen to provide adequate accuracy in the high bandwidth components may well be very much smaller than the 
minimum step length required for the slower sub-systems and the simulation may perform in a very inefficient 
and slow fashion. In most cases the approach chosen to overcome these problems involves the use of an error-
controlled variable-step integration algorithm. Such algorithms make an estimate of the truncation error arising 
in each integration step and then automatically adjust the set length so that it is appropriate for the dynamics at 
all times. This is achieved as follows: 

1) if the estimated error is larger than a pre-set tolerance the step is rejected and replaced by a shorter step, 
or 

2) if the estimate is within the tolerance bounds the results of the step are accepted and the simulation con-
tinues using that step length, or 

3) if the estimated error is much smaller than the pre-set error tolerance the results of the step are                             
step is accepted and increase the step length in the next integration interval.  

In addition, when a model includes switches that require the simulation of very fast changes, an additional fea-
ture often is included within the integration algorithm to detect switching events and establish the time (to within 
a user-defined tolerance) at which each event occurs. The integration step is then adjusted so that one step ends 
when the discontinuity occurs and the next step starts immediately after the event. The main benefit of this ap-
proach is increased simulation accuracy at the cost, inevitably, of additional computer time. 

However, in the case of real-time simulation applications the use of variable step-length integration algorithms 
and discontinuity detection methods is not appropriate. One possible approach is to sub-divide the complete 
system model into sub-models having different dynamic ranges. Different time steps can then be used in differ-
ent parts of the simulation model, giving a simulation which is capable of faster execution because the total 
number of calculations is significantly smaller. This approach is known as multiple frame rate or multi-rate 
simulation and can be applied with many different types of integration algorithm. Although this approach is 
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recognised as offering benefits in terms of reduced computational demands it also raises important issues in 
terms of the overall accuracy and stability of the simulation.  

The task of modelling the power electronic and electrical drive system for an unmanned underwater vehicle 
(UUV) in real time, or in a time-scale faster than real-time, provides a useful basis for the investigation of gen-
eral issues arising with multi-rate simulation techniques. Evaluation of the effects of the propeller, control sur-
face and actuator sub-systems on the overall performance capabilities of the vehicle may well require detailed 
modelling of electrical motors and associated converters coupled to an accurate representation of the relevant 
actuators and a nonlinear model of the vessel itself. This combination of relatively fast events in the power elec-
tronic components and much slower dynamics in the vessel itself raises immediately many of the issues dis-
cussed above.  

Although multi-rate simulation has been a familiar technique for many years and is featured in a number of 
commercial simulation software packages, this application is notable because of the combination of a real-time 
application and the need for very short frame times to handle part of the system. The non-real-time version of 
this simulation, which has been developed in preparation for the full real-time version, also features use of the 
Virtual Test Bed (VTB) [1] and its associated 3-D animated graphics output in a faster-than-real-time implemen-
tation on a conventional laptop.  

2 The underwater vehicle model 
The nonlinear equations of motion of an underwater vehicle is commonly represented either in the body-fixed or 
earth-fixed frames of reference, as described in standard texts on modelling of ocean vehicles (e.g., [2]). Using 
the notation adopted by Fossen [2] the general body-fixed vector representation involves the equations: 

��g��D��C�M ���� )()()(�       (1) 

��J� )(��                       (2) 

In this representation the matrix M is the inertia matrix and includes added mass effects while the matrix 
)(�C is the matrix of Coriolis and centripetal terms and also includes added mass effects. The matrix )(�D  is 

the damping matrix, the vector )(�g  is the vector of gravitational forces and moments and �  is the vector of 
external forces and moments. The matrix )(�J  is the transformation matrix relating body-fixed and earth-fixed 
coordinate systems. In these equations the body-fixed frame has components of motion given by the six velocity 

components as defined by the vector ' (Ttrtqtptwtvtut )(),(),(),(),(),()( ��  relative to a constant velocity 

coordinate frame moving with the ocean current velocity vector cu . The six components in the global reference 

frame are given by the vector ' (Tttttztytxt )(),(),(),(),(),()( ?J+�� . The angles ),(t+  )(tJ  and )(t?  
are related through the Euler transformations to the body yaw, pitch and roll motions. Individual components of 
the vectors are defined in the list of symbols. 

The inputs that generate the external forces and moments required to control the vessel arise from control surface 
deflections at the rudder � 	)(tr= , port bow plane � 	)(tbp= and starboard bow plane � 	)(tbs= , the stern plane 

� 	)(ts= , together with inputs arising from propeller rotational rate � 	)(tn and buoyancy adjustment � 	)(tB .  

From the above equations it is possible to derive a set of six nonlinear equations for surge, sway, heave, roll 
pitch and yaw motion [2]. For the purposes of the investigation described in this paper the six degrees of free-
dom equations of motion of an existing underwater vehicle (the U.S. Naval Postgraduate School (NPS) AUV II) 
were used. The specific equations and parameters relating to the NPS AUV II vehicle upon which the work de-
scribed in this paper is based are those given by Fossen [2], which are, in turn, based on information provided by 
Healey and Lienard in their paper [3]. 

The model of the UUV is converted into standard state space form by rearranging Equations (1) and (2) in the 
following manner: 
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This is the standard state space form for a nonlinear system i.e. 
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� 	ux,Fx ��       (4) 

Where x is the state vector and u is the input vector. 

Some important changes had to be introduced to the model as described by Healey and Lienard [3] in order to 
get the simulation model to behave in a credible fashion for the range of open-loop conditions and manoeuvres 
needed in the proposed real-time simulation application. Modifications were made to the equations representing 
the propeller in order to allow the model to function correctly as the propeller speed dropped to zero. This in-
volved adopting an approach, first suggested by Fossen [2], in which the original representation of the thrust 
generated by the propellers was replaced by a quadratic quasi-steady thrust equation relating the propeller speed 
and the surge velocity of the vehicle. The modifications made to the model also ensured that an undesirable 
situation involving a divide-by-zero condition that could occur with the original representation with zero initial 
propeller speed was eliminated.  

The main modification involved replacing the thrust equation within the existing model.  First it was assumed 
that the UUV produces a single propulsive force, although it has two propellers. The resulting thrust produced by 
the propeller is calculated from the Bilinear Thruster Model [2] as: 

unTnnTT nunn ��      (5) 

The values for the Tnn and Tnu coefficients can be obtained from the following equations [2]: 

1
47�DTnn �        (6) 

2
37�DTnu �        (7) 

21 5.012.0 7��7       (8) 

Here D is the diameter of the propellers, which is given as 30cm.  For this application the value for 72 is chosen 
to be -0.16, which gives a value for 7�� of 0.019. These values provide the required surge velocity profile for the 
NPS AUV II.  Combining Equations (5) to (8) gives the ideal total thrust produced by the propeller. However, 
the efficiency of the propeller is less than 100% and in this case the efficiency has been chosen to be 70%. 
Therefore, the surge force produced by the propulsion system is found to be: 

TX prop 7.0�       (9) 

The other dynamic equations do not have propulsion components since the propeller only produces thrust along 
the longitudinal axis. Also, the rotational effects of the propellers in roll and yaw are assumed to be negligible 
since the propellers operate together in a counter-balancing manner.  

As well as modelling the propeller in terms of thrust production, this model has an element that approximates the 
load on the motor shaft caused by the propeller rotating in the water.  This approximation is based upon the pro-
peller being considered as a rotating disc.  By applying Newton’s Second Law, the moments of the propeller can 
be considered thus: 

nIT oo ���        (10) 

Here TO represents the torques acting on the propeller, IO is its moment of inertia and n is the rotation speed of 
the propeller.  By considering the total number of moments acting on the propeller, we can derive the equation of 
motion for the load exerted on the shaft.  Firstly there is the lateral drag moment caused by the rotation of the 
propeller.  The drag force generated by the rotating propeller can be calculated using the following standard drag 
equation [4]: 

� 	2
2
1

DISCDDRAG RnCF "�� �       (11) 

Here RDISC is the radius of the disc, CD is the drag coefficient and � is the density of water.  To calculate the drag 
moment, the drag force is multiplied by the moment arm of the propeller (i.e., its radius): 

32

2
1

DISCDDISCDRAGDRAG RnCRFT ����      (12) 

Note that the negative sign indicates that the moment is acting in opposition to the rotation of the propeller. 

The second moment is the input torque applied by the shaft, TSHAFT.  This is the necessary torque needed to be 
applied to the propeller to make it overcome its drag and inertia components. Both this moment and the drag 
moment can be combined to give the equation of motion for the propeller: 
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DISCDoSHAFT RnCnIT ��� �     (13) 

It follows that since the input moment needs to overcome the drag and inertia of the propeller, that it is equal in 
amplitude to the load on the propeller but acting in the opposite direction.  Therefore, the load moment on the 
propeller, TLOAD, is calculated as: 

32

2
1

DISCDoSHAFTLOAD RnCnITT ������ �             (14) 

This gives the approximate load on the shaft. The only parameter that is not readily available in this expression is 
the drag coefficient, CD , However it is known that a disc rotating about its longitudinal axis has a drag coeffi-
cient equal to 1.369"10-3 [4] and this value is used in the model. It should be noted that this representation does 
not take into account added mass and the dynamics of the shaft.  

3 The power-electronic and motor drive system model 
 
The vehicle model described in Section 2 was combined with a model of an electrical drive system involving a 
battery connected to a d.c. to a.c. inverter, consisting of a three-phase six switch network producing a variable-
frequency a.c. waveform and an induction motor. The controlled switches in the inverter are operated by on-off 
commands from a pulse-width modulated controller switching at a frequency of 5kHz. The controller uses a 
form of proportional plus integral (PI) control for the timing of the on-off pulses supplied to the converter 
switches to maintain a desired current level in the motor. Switch timings are determined using a well-established 
approach involving comparison of sinusoidal and triangular waves. The relative amplitudes of these waveforms 
are adjusted by the feedback control system and switching occurs when the sine and triangular waves intersect. 
The a.c. output from the converter is filtered to remove high-frequency harmonics and is then supplied as input 
to the induction motor. The motor is connected directly to the propeller. This electrical sub-system has also been 
described in a number of previous publications (e.g., , [6], [8]) 

For full mission simulation capability the model must thus be capable of representing accurately the high speed 
power electronic subsystem, with phenomena involving time intervals of less than 10 	s, over periods of time of 
the order of seconds, minutes or longer. In some applications it may be important that the simulation model be 
capable of running in real time or faster than real time. From the brief description given above, the system is 
seen to divide naturally into sub-systems that may involve different ranges of frame time for simulation. The 
convertor is a fast sub-system compared with the dynamics of the vessel and the battery, which can undoubtedly 
both be classified as slow sub-systems. Between these extremes the controller and motor may be regarded as 
slow-medium and fast-medium sub-systems respectively. Figure 1 is a schematic diagram of the complete un-
derwater vehicle system showing the interactions between these different sub-systems. 

 

 

 

Figure 1: Conventional block diagram representation of UUV model with electrical drive system 
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4    Component connections in VTB 

The VTB system allows component interconnection without the need for major changes in the coding of those 
components. This achieved using what are termed “natural” couplings in place of the conventional “signal” con-
nections that are used in traditional continuous system simulation packages. A natural coupling is neither an 
input nor an output but is a form of connection in which values at each end of the connection must simply be 
consistent. In the case of an electrical circuit application, for example, the voltage at any connection point is the 
same for all connected components and the sum of all the currents at that point must be zero. This is achieved by 
providing as output the equation that relates the current to the voltage at the connection point, rather than simply 
outputting a specific value of current given the voltage at that point, as would be the case for a conventional 
signal connection. An external VTB solver then determines what the voltage would have to be to ensure that the 
sum of currents from all the connected component models is zero. The equation defining this has the form: 

bGVI ��        (15) 
Each model is called at time t to output the values of G and b for time tt �� . The computation of the elements 
of G and b involves algebraic manipulation of the difference equations that result form the application of an 
implicit integration method to the differential equation of the model. Illustrative examples of this procedure may 
be found in the VTB model development manual [7] and in publications describing the development of the VTB 
software (e.g., [1]). 

A further important feature of the VTB is the provision for “layered models” which allows several versions of a 
simulation component to be packaged within a single VTB component. Separate icons may be used for each 
version, with each having different connections.  

5    Multi-rate simulation  

5.1    Fundamentals of multi-rate simulation techniques 
The reason for using multi-rate simulation methods is the fact that this approach can reduce significantly the time 
for execution of a simulation. This approach was used extensively in the early days of simulation using digital 
computers but has become less widely used as computers have become more powerful. However the complexity 
of some present day engineering applications of simulation, such as those arising in the design and development 
of electric ship systems, makes these techniques potentially attractive, especially in the context of real-time ap-
plications or multiple-run simulation studies for design optimisation. 

 An integration step length of h seconds gives a frame rate of 
h

f 1
�  frames per second. In multi-rate simula-

tion it is assumed that integration step lengths ,.......,, 321 hhh (where 1h is the smallest) can be chosen so that 
the ratio of successive step length values  

j

i
ij h

h
r �        (16) 

is an integer.  

 

Figure 2 illustrates the simplest case of multi-rate simulation with two frame rates corresponding to integration 
step lengths 1h  and 2h  where 2h is related to 1h through an integer N   according to the equation: 

12 Nhh �        (17) 

 

Thus Segment 1 of the model, as illustrated in Figure 2, produces results at a rate of  

1
1

1
h

R �        (18) 

while Segment 2 produces results at the slower rate of  
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Figure 2: Block diagram illustrating a two-rate simulation with the simulation partitioned into two parts which use different 
frame times. The slow frame time is an integer multiple of the fast frame time. Communication takes place at the slower 
frame rate. 

 
 

There are several methods that can be used for communicating results between segments. In the case of the two-
segment case considered here, the simplest of these involves use of a zero-order hold for transferring data from 
Segment 2 to Segment 1. Thus Segment 1 uses the same last value received from Segment 2 for N steps until the 
value from Segment 2 is updated. Values of the output from Segment 1 for communication to Segment 2 have to 
be averaged in some way over the last N steps of Segment 1 before transfer. Simple filtering can often provide a 
natural and convenient form of averaging. An alternative, but more complex, approach to inter-segment commu-
nication involves use of a first-order hold involving linear extrapolation to estimate input values for each of the 
fast steps.  An approach which is very similar, but which avoids the use of the first-order hold, can be applied for 
cases where the value of the derivative of a variable is available as well as the variable itself. The basis of the 
method is to calculate both quantities within the slow segment and pass them to the fast segment to allow estima-
tion of the intermediate values using the derivative information. A further possibility is to stagger the timing of 
the segments by delaying the slow segment by a time 2h /2 so that the slow segment passes values to the faster 
segment at the mid-point of its cycle of N steps.  If there is a significant difference in the step sizes anti-aliasing  
filters may be required. 

5.2    The UUV application 
The model of the UUV has been partitioned into sub-systems, as discussed in Section 3 and shown in Figure 1.  
There is a fast component consisting of the model of the d.c. to a.c. converter which requires step sizes as small 
as 3 	s, a slow-medium speed component involving the feedback controller, a fast-medium speed component 
which is electric motor model and a slow component representing the battery, the vehicle and its control surfaces 
and also involving the interface graphics. The simulation frame rates used in these four areas correspond to inte-
gration periods of 2	s for the converter, 100	s for the motor, 800	s for the feedback controller and 100ms for 
the battery, vessel and graphical output.  

The simulation has been implemented using the Virtual Test Bed (VTB) together with the VXE graphics soft-
ware which can be used to display graphical and 3-D animations of model behaviour. Both of these software 
tools were developed at the University of South Carolina [1],[7]. The main benefit of this approach is that the 
VTB provides a flexible simulation environment which allows sub-system models which have been developed 
using different simulation tools to be combined. The VTB also incorporates a library which contains a large 
range of mechanical and electrical components. 

Three different programming approaches have been used in the development of the sub-system models because 
models had been developed by different groups in different locations. The converter, controller and motor sub-
models have been programmed using C++ code whereas the model of the vessel is written in Matlab and the d.c. 
power source is represented using native VTB battery models. Modules exist in the VTB environment to allow 
interfacing to many other simulation environments but VTB natural couplings, as described in Section 4, are not 
directly compatible with traditional signal connections.  

Although the converter model is coded using C++, it is implemented as a native VTB simulation model. In this 
sub-model the d.c. input connection and the a.c. output connections are natural couplings while the connections 
to the controller are signal couplings. The converter simulation involves Euler integration for the input d.c. filter 
capacitor and trapezoidal integration for the filter components at the output. The sine and triangular waveforms 
of the controller are generated by table lookup with the table entries being scanned at a rate determined by the 
desired frequency.  Linear interpolation is employed with sufficient table entries to ensure a maximum error of 
one bit. The “layered model” feature of the VTB means that a stand-alone model of the converter can exist 

       Segment 1 
(High-Speed Segment) 
     
    Frame-Time = Tf 

         Segment 2 
(Low-Speed Segment) 

 
Frame-Time = Ts = NTf 
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alongside a combination system of converter, controller and motor with the icon and executed code being 
changed by an input parameter. This type of facility has been found to be very useful, especially for fault-finding 
during the development of the model.    

The six degree of freedom simulation model of the vessel was implemented originally in Matlab and involves the 
use of a fourth-order Runge-Kutta integration algorithm. Fin deflections are applied through the user interface 
and the propeller shaft RPM is a signal input. The Matlab simulation was translated to C++ and implemented as 
a native VTB model although the original Matlab model may still be used through the VTB/Matlab interface.   

The motor simulation was also implemented in C++ as a native VTB simulation using trapezoidal integration. 
The a.c. input involves a natural connection but the output connections for the motor model, in terms of the 
torque and shaft RPM variables, had to be compatible with the model of the vessel. Thus the original VTB 
model equations for the motor model were re-implemented to have signal connections for the mechanical vari-
ables.   

Two implementations of the multi-rate simulation have been under development. One of these approaches is 
based upon a distributed multi-rate solver that forms an integral part of the VTB environment. In this approach 
the system is partitioned in such a way that each partition contains models that have to be run at the same time 
step. Connections between the partitions terminate in special VTB “ports”. Each partition has to be distributed to 
a separately running copy of the VTB, connected using an Ethernet network.   

Since the VTB distributed solver was not available when the work started, a less-flexible but simpler, special-
purpose, multi-rate solver was developed for initial development and testing of the multi-rate approach. This 
second “Chico” solver approach involves bundling together the models to be run at different rates within a single 
VTB “super-model”. The VTB then runs at the rate of the slowest model and other models run with a step size 
that is an integral divisor of the VTB step size. At each VTB time step the complete bundle of models is called 
by the VTB and an internal scheduler calls the internal models at the appropriate rate, returning values to the 
VTB when the elapsed time corresponds to the start of the next VTB step. Natural couplings are handled by a 
special-purpose internal solver.  

Apart from its immediate availability an advantage of the “Chico” solver is a slightly lower computational over-
head than that of the general-purpose VTB distributed solver. The main disadvantage is the fact that results could 
only be displayed at the user interface at the VTB time step. 

Other work carried out to support the development of the multi-rate simulation has involved the use of an alge-
braic manipulation program based on Mathematica. The program takes the differential equations for the model, a 
list of program names and the corresponding mathematical symbols and a definition of the implicit integation 
algorithm to be used (e.g., the trapezoidal rule) and computes the difference equations, the equations for G  and 
b  and outputs the C++ code for insertion into a VTB program for communicating the values of G  and b  at 
each time step. Mathematica could be copied directly into the VTB simulation to implement the changes in a 
very simple and reliable way. 

5.3     Results and verification of the multi-rate simulation 

The models were not constrained to real-time execution and faster than real-time execution has been achieved on 
a typical laptop computer even when using the 3-D graphical output capability provided with the VXE.  Work 
was also carried out to develop non-real-time simulations of the system to allow detailed investigation of the 
effectiveness of the multi-rate approach, consider detailed issues of frame rates for different sub-systems and 
prepare the ground for real-time implementation. 

The European Simulation Language (ESL) [9] was used to make comparisons of results obtained using multi-
rate simulations with conventional simulation results. ESL, which was developed at the University of Salford for 
the European Space Agency, incorporates a parallel segment feature that supports multi-rate simulations. One of 
the important features of ESL is that it can automatically locate switching points, accurately integrate up to the 
discontinuity and then continue form that exact point. This discontinuity detector allows investigation of the 
effects of taking fixed time steps in a fast multi-rate simulation and the switching errors introduced for different 
step lengths. ESL has recently been integrated into the VTB system [10]. 

6.    Discussion and conclusions 
The UUV model of Healey and Lienard [3] proved to be a useful starting point in the development of the multi-
rate simulation involving the combined model of the vehicle and the electrical drive system. Modifications re-
quired in the model of the vehicle were due to problems observed in the behaviour of the model at low values of 
forward speed and when starting from rest. These changes in the model, which were successfully implemented in 
the multi-rate simulation studies, are almost certainly due to the fact that the published model equations were 
used originally for research involving the development of nonlinear control systems for this underwater vehicle 
for manoeuvres involving some specific ranges of forward speed. The observation of some anomalous behaviour 
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in applying the same model for open-loop and manual control investigations over a wider range of speed is per-
haps not entirely surprising and emphasises the difficulties likely to be encountered when a model developed for 
one type application is used for an entirely different type of investigation.     

The conclusions of the paper are that the modelling and simulation of the UUV has provided a useful test-bed for 
ideas on multi-rate simulation and has demonstrated that multi-rate real-time simulation is feasible for an appli-
cation of this kind that includes very fast power electronic subsystems and relatively slow systems such as the 
vehicle and the battery.. The VTB software has been a unifying tool in this development work and recent work 
on the development of an interface between ESL and the VTB makes ESL very attractive as a development tool 
in work of this kind. 
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