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Abstract. This article investigates the relationship between common-knowledge and agreement in
multi-agent system, and to apply the agreement result by common-knowledge to the principal-agent
model under asymmetric information. We treat the two problems: (1) how we capture the fact that the
agents agree on an event or they get consensus on it from epistemic point of view, and (2) how the
agreement theorem will be able to make progress to settle a moral hazard problem in the principal-
agent model under asymmetric information. We shall propose a solution program for the moral hazard
in the principalagents model under asymmetric information by common-knowledge. Let us start that
the agents have the knowledge structure induced from an equivalence relation associated with the multi-
modal logic S5n. Each agent obtains the membership value of an event under his/her private informa-
tion, so he/she considers the event. Specifically consider the situation that the agents commonly know
all membership values of the other agents. In this circumstance we shall show the agreement theorem
that consensus on the membership values among all agents can still be guaranteed. Furthermore, under
certain assumptions we shall show the moral hazard can resolve in the principal-agent model when all
the expected marginal costs are common-knowledge among the principal and agents.

1 Introduction

This article considers the relationship between communication and agreement in multi-agent system. How we
capture the fact that the agents agree on an event or they get consensus on it? We treat the problem from Fuzzy
set theoretical flavor. The purposes are first to introduce a knowledge revision system through communication on
multi-agent system, and by which we show that all agents can agree on an event, and second to apply the result
to solving the moral hazard in a principal-agents model under asymmetric information. Let us consider there are
agents more than two and the agents have the fuzzy structure given by the dual structure of the Kripke semantics
for the multi-modal logic S5n.

Assume that all agents have a common probability measure. By the membership value of an event under agent i’s
private information, we mean the conditional probability value of the event under agentAfs private information.
We say that consensus on the set can be guaranteed among all agents (or they agree on it) if all the the membership
values are equal.

R.J. Aumann [1] considered the situation that the agents have common-knowledge of the membership values;
that is, simultaneously everyone knows the membership values, and everyone knows that Aeeveryone knows the
valuesAf, and everyone knows that “everyone knows that ‘everyone knows the valuesAf,Ah and so on. He showed
the famous agreement theorem:

Theorem 1 (Aumann [1]). The agents can agree on an event if all membership values of the event under private
information are common-knowledge among them.

We shift our attention to the principal-agents model as follows: an owner (principal) of a firm hires managers
(agents), and the owner cannot observe how much effort the managers put into their jobs. In this setting, the
problem known as the moral hazard can arise: There is no optimal contract generating the same effort choices for
the manager and the agents. We apply Theorem 1 to solve the problem. The aim is to establish that

Theorem 2. The owner and the managers can reach consensus on their expected marginal costs for their jobs if
their expected marginal costs are common-knowledge.

This article organizes as follows. In Section 2 we describe the moral hazard in our principal-agents model. Sec-
tion 3 and 4 introduce the notion of common-knowledge associated with a partition information structure and the
notion of decision function. Section 5 gives the formal statement of Theorem 1 with a sketch of the proof. In the
proof, the property ‘Disjoint Union Consistency’ for the function plays crucial role. In Section 6 we introduce the
formal description of a principal-agents model under asymmetric information. We will propose the program to
solve the moral hazard in the model: First the formal statement of Theorem 2 is given, and secondly what further
assumptions are investigated under which Theorem 2 is true. In the final section we conclude with remarks.
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2 Moral Hazard

Let us imagine that there are a president and faculty members in a National College of Technology in Japan.
The president wishes increasing the income of his/her college, and he/she frequently encourages them to get
any research grants awarded from outside organizations. The research activities of the college is very low, and
so the amount of research grants awarded from outside organizations is poor comparing with those of the other
National Colleges of Technology in Japan. The president considers this situation comes from the lower stage of the
incentives of the faculty members for their research activities. The president proposes to the faculty member the
plan to keep their research activities up: The 30 percent of the amount of each research grant awarded from outside
organizations goes for overhead costs to the college. The overhead costs will be refunded to each faculty members
for improving his/her incentive to research activities. The amount of the refund costs to each member shall be
in proportion to his/her educational contribution to the college, where the contribution shall be evaluated by the
grades of questionnaires for his/her lessons and by his/her school duties excluding his/her research activities.

Specifically, let us consider the principal-agents model as follows: The principal P is the president in the college
and agents {1,2,--- k,--- ,n} are the faculty members. Let k be an agent and ¢; the measuring managerial effort
for kAfs research activities. The set of possible efforts for all agents is denoted by Ej with Ex C R. Let [ (-) be
a real valued continuously differentiable function on Ej. It is interpreted as the income of the research grant that
is obtained from outside organization with the cost c(ex). Here we assume ;(-) > 0 and the cost function ¢(-) is
a real valued continuously differentiable function on E = Uj,_ | E}. Let Ip be the total amount of all the research
grants awarded:

n
Ip =Y I(ex).
k=1

The president P cannot observe these efforts e, and shall view it as a random variable on a probability space
(Q, 1). The optimal plan for the president then solves the following problem:

Maxe:(el,ez,u-,ek,---,e,,){Exp[]P(e)] - Z Ik(ek)}'
k=1

Let Wy (ex) be the total amount of the research grants actually obtained:

Wi(er) = (Ik(ek) - 1301k(€k)> +rilp(e),

where r; denotes the proportional rate representing k’s contribution to the college, and so with for Y}, Ii(rx) =
1,0 < < 1. The optimal plan for agent also solves the problem: For every k =1,2,--- |n,

n
Max,, {Exp[W(ex)] —c(ex)} subject to Z L(ry)=1,0<r<1.
k=1

On noting that r; is independent of ey, the necessity conditions for critical points are as follows: For each agent
k=1,2,---,n, we obtain

aie](Exp[Ik(ek)] —(ex) =0

7
(10 — Vk> EXp[Ik(Ek)] — c'(ek) =0
in contraction. This contradictory situation is called the moral hazard in the principal-agents model.

3 Common-Knowledge

Let N be a set of finitely many agents and i denote an agent. The specification is that N = {P,1,2,--- ,k,--- ,n}
consists of the president P and the faculty members {1,2,--- ,k,---,n} in the college. A state-space Q is a non-
empty set, whose members are called states. An event is a subset of the state-space. If Q is a state-space, we
denote by 2 the field of all subsets of it. An event E is said to occur in a state @ if ® € E.
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3.1 Information and Knowledge

A partition information structure (Q, (I1;);cy) consists of a state space Q and a class of agent i’s information
functions IT : Q@ — 2% satisfying the postulates

1. {II;(o)|® € Q} is a partition of Q;
2. weIli(w).
This structure is equivalent to a Kripke semantics for the multi-modal logic S5n. The set IT;(®) will be interpreted

as the set of all the states of nature that i knows to be possible at w, or as the set of the states that i cannot distinguish
from . We call IT;(w) i’s information set at ®.

We will give the formal model of knowledge as follows:!

Definition 1. The knowledge structure is a tuple (Q,(I1;)ien, (K;)ien) that consists of a partition information
structure (Q, (IT;);cy) and a class of i’s knowledge operator K; on 2* defined by

K,E = {(D | H,-(a)) QE}

The event K;E will be interpreted as the set of states of nature for which i knows E to be possible.
We record the properties of i’s knowledge operator>: For every E, F of 22,

N KQ=Q, K0 = 0; K Ki(EﬂF):K,'EOKiF;

T KECE 4 KE CKi(KE);

5 Q\KE CK;(Q\KE).

3.2 Common-Knowledge and Communal information

The mutual knowledge operator Ki : 2% — 2% is the intersection of all individual knowledge operators: KgpF =
NienKiF, which interpretation is that everyone knows E.

Definition 2. The common-knowledge operator K¢ : 2% — Q is defined by

KcF = Nyen (KE )nF.

The intended interpretations are as follows: An event E is common-knowledge at w € Q if ® € KcE, and KcE is
the event of common-knowledge of E.

Let M : 22 — 22 be the dual of the common- knowledge operator Kc:
ME :=Q\ Kc(Q\E).

By the communal information function we mean the function M : Q — 2 defined by M(w) = M({®}). It can be
plainly observed that the communal information function has the following properties:

Proposition 1. Notations are the same as above.

(i) w<€KcE ifandonlyif M(w) CE

(ii) For everyi € N, M(®) can be decomposed into the disjoint union of the components I1;(§) for & € M(w):
i.e, M(®) = Uscpr(o)Li(S)-

Proof. See, Fagin et al [2]. O

C.f.; Fagin et al [2].
2 According to these properties we can say the structure (Q, (K;);en) is a model for the multi-modal logic S5n.
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4 Decision function and Membership values

Let Z be a set of decisions, which set is common for all agents. By a decision function we mean a mapping f of
29 % 22 into the set of decisions Z. We refer the following properties of the function f: Let X be an event.

Disjoint Union Consistency: For every pair of disjoint events S and T, if f(X;S) = f(X;T) =d then f(X;SU

T)=d,
Preserving Under Difference: For all events S and 7 such that S C 7, if f(X;S) = f(X;T) =d then f(X;T\S) =
d.

By the membership function associated with f under agent i’s private information we mean the function d; from
22 x Qinto Z defined by d;(X; ®) = f(X;I1;(w)), and we call d;(X; ®) the membership value of X associated with
f under agent i’s private information at .

Definition 3. We say that consensus on X can be guaranteed among all agents (or they agree on it) if d;(X; ) =
d;(X;w) for any agent i, j € N and in all w € Q.

Example 1. If f is intended to be a posterior probability, we assume given a probability measure [l on a state-
space Q which is common for all agents; precisely, for some event X of Q, f(X;-) is given by f(X;-) = u(X|).
Then the membership value of X is the conditional probability value d;(X; w) = u(X|IT;®)). The pair (X,d;) can
be considered as as a fuzzy set X associated with agent i’s membership function d;. Consensus on X guaranteed
among all agents can be interpreted as that the fuzzy sets (X,d;) and (X,d;) are equal for any i, j € N

S AeAgreeing to disagreeAf theorem of Aumann

We can now state explicitly Theorem 1 known as the agreement theorem of R. J. Aumann [1] as below: Let D be
the event of the membership degrees of an event X for all agents at @, which is defined by

D= mieN{é X9) ‘ d,(X,é) :d,'(X;CO)}.

Theorem 3 (R.J. Aumann [1]). Assume the decision function f satisfies the Disjoint Union Consistency. If
® € KeD then di(X; o) = d;j(X; o) for any agents i, j € N and in all ® € Q.

Proof. By Proposition 1 it immediately follows that
M(®) = Ugep)I1(§) €D C{§ € Q[ di(X;6) = di(X; @) }.

On noting that d;(X;&) = d;(X; o) for any & € M(®), it can be observed by Disjoint Union Consistency that
f(X:M(w)) = di(X; ®) for every i € N, and thus d;(X;§) = d;(X;w) for any i, j € N. O

Remark 1. Theorem 3 can be extended to the following cases:

Reflexive and Transitive Information structure: By this we mean (Q, (IT;);cy) in which IT; : Q — 2 satisfies
only the two properties: For ach i € N and for any @ € Q,

Ref o cIl(0);
Tran & € I1;(®) implies IT;(§) C IT; ().
D. Samet [6] extends Theorem 3 for the reflexive and transitive Information structure.

Lattice Structure of Knowledge: Matsuhisa and Kamiyama [4] introduces the structure which involves the prop-
erties N and K of knowledge operators, and they shows that Theorem 3 can still valid in thr framework of
the lattice structure of knowledge.

6 Moral Hazard Revisited

This section investigates the moral hazard problem from the common-knowledge view point. Let us reconsider
the principal-agents model and let notations and assumptions be the same in Section 2. We show the evidence
of Theorem 2 under additional assumptions A1-2 below. This will give a possible solution of our moral hazard
problem.

A1 The principal P has the information partition {IIp(®) | ® € Q} of Q, and each faculty member k has also
his/her partition {II;(®) | ® € Q}:

A2 Foreach o, € Q there exists the decision function f : 22 x 22 — R satisfying the Disjoint Union Consistency
together with
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@ F{ENTI(0)) = 722 Expllp(e)|TTp(@)]:
(b) F({E}:TI(0)) = 5.0 Exp[Wi(e) i ()]

‘We have now set up the principal-agents model under asymmetric information. The optimal plans for principal P
and agent k are then to solve

PE  Max,_(c, e, ef,+e) {EXPIIP(€) TP (@)] — X i (ex) }:
AE Max,, {Exp[W(e)|TI ()] —c(ex)} subjectto Y L(rk) =1,0<r < 1.

From the necessity condition for critical points together with A2 it can been seen that the principal Afs marginal
expected costs for agent k is given by
cpler(8)) = f(&:T1p(w)),

and agent k’s expected marginal costs is also given by
ci(ex(8)) = f(&:TIp(@)).

To establish this solution program we have to solve the problem: Construct the information partition structure
together with decision function such that the above conditions A1 and A2 are true.

Under these circumstances, a resolution of the moral hazard given by Theorem 2 will be restate as follows: We

denote
[c(e(&))] = Nien{$ € QI F(&:T1(E)) = f(&:Thi(@))}.

Theorem 4. Under the conditions A1 and A2 we obtain that for each & € Q, if 0 € Kc([c/(e(é))]) then
cplen(&)) =ci(ex(§)) forany k=1,2,--- |n.

Proof. Follows immediately from Theorem 3. O]

Remark 2. To establish Theorem we have to solve the problem: Construct the information partition structure
(IT;);en) together with decision function f such that the above conditions A1 and A2 are true.

7 Concluding Remarks
It ends well this article to pose additional problems for making further progresses:

1. If the proportional rate rk representing k’s contribution to the college depends only on his/her effort for research
activities in the principal-agents model, what solution can we have for the moral hazard problem?

2. Can we construct a communication system appeared in Parikh and Krasucki [5] for the principal- agents model,
where the agents including Principal communicate each other about their expected marginal cost as messages. The
recipient of the message revises his/her information structure and recalculates the expected marginal cost under the
revised information structure. The agent sends the revised expected marginal cost to another agent according to a
communication graph, and so on. In the circumstance does the limiting expected marginal costs actually coincide
? Matsuhisa [3] introduces a fuzzy communication system in the line of Parikh and Krasucki [5], and extends
Theorem 3 in the communication model. By using this model Theorem 4 can be extended in the communication
framework, and the detail will be reported in near future.
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